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Abstract
Temporal feature spaces are a promising approach for Deep-

Fake detection, since DeepFake synthesis is most often done on a
frame-by-frame basis. With the existing and upcoming regulations
on European level, the EU General Data Protection Regulation
(EU GDPR) and Artificial Intelligence Act (AIA) in particular,
data minimization and decision transparency are of concern also
for such media forensic methods. In order to bring these aspects
together, this paper utilizes two different algorithms both analyz-
ing the eye blinking in the videos. The first one is implemented
using deep learning to predict blinking behavior. It shows chal-
lenges of hyper-parameter tuning for the training of such a model.
The second detector uses an existing hand-crafted approach to
identify a suitable number of frames (i.e., video duration) required
to reliably detect DeepFakes. Considering GDPR concerns, an
optimal trade-off between detection performance and data mini-
mization is found in the range of 35 to 40 seconds of video, giving
a detection accuracy of 96.88% for the DeepFakes tested.

Introduction and Motivation
DeepFakes present a recent advancement in technology en-

abling manipulations in digital media that focus on the replace-
ment of a face in a video by another face. They have a wide area
of use cases and their intent is not always clear, as they may also
have positive aspects that need to be considered [19]. In particu-
lar the usage as a privacy enhancement technique (PET) has to be
named here [6]. Regardless of their use case, DeepFakes should
be identifiable, to detect and prevent their misuse, which requires
suitable detection approaches. In general, these can be catego-
rized according to temporal and spatial methods. This division
goes hand in hand with image or video DeepFakes. Spatial meth-
ods utilize image manipulation detection techniques. In contrast,
temporal methods have stricter requirements of inputting a video
and potentially higher computational costs. Their suitability is
given due to flaws / restrictions in current DeepFake synthesis
methods. This is due to the fact that most DeepFake synthesis
methods are working frame by frame, creating temporal anoma-
lies in video streams. [24]

In this paper the focus is on temporal methods. It contains
the following contributions: First, the evaluation of a deep learn-
ing based eye blinking predictor. Second, the identification of
medical concerns regarding blinking and development of privacy
enhancement strategies. Third, the identification of suitable video
duration thresholds for DeepFake detection using eye blinking.

State of the art in DeepFake detection
A wide variety of different approaches for DeepFake de-

tection has been introduced in literature. Mirsky and Lee [24]
categorize detection approaches based on spatial and temporal
features. Furthermore, the approaches are divided by them into
hand-crafted and deep features. A similar survey overview can be
found in Nguyen et al. [26], where the separation is done based
on image- and video-based techniques, without further splitting
based on the used machine learning techniques. In Yu et al. [41]
the separation is solely done for DeepFake videos. Again, the
categories are similar, including approaches for both spatial and
temporal features. Although spatial approaches are also important
(especially forensic approaches focusing on individual images),
they are outside the scope of this paper. Instead, the following
sections present selected approaches to DeepFake detection using
hand-crafted and deep learning based temporal approaches.

DeepFake detection using hand-crafted feature
spaces

In general, it is difficult to separate approaches based on the
categories of ‘hand-crafted’ and ‘deep learning’. There are vari-
ous combinations of both modalities by introducing hand-crafted
feature spaces, which are classified by deep learning [3, 7]. In
terms of traditional machine learning classification, most hand-
crafted detectors utilize support vector machines (SVM) [23, 39].

Agarwal et al. present DeepFake detection based on lip syn-
chronization, by comparing the spoken word sounds (phonemes)
with mouth movements in video (viseme) [3]. The evaluation
is done both manually, by introducing a human operator label-
ing frames and automated using a convolutional neural network
(CNN). In addition, the detection performance is evaluated based
on video duration.

In [34] three hand-crafted detectors are proposed based on
eye, mouth and the comparison of foreground and background to
detect DeepFakes. While these detectors did not yield acceptable
detection performances individually, a decision-level fusion in-
creased the performance. In [19] both an hand-crafted and deep
learning based feature extractor are used to detect DeepFakes
based on inconsistencies in eye blinking behavior.

DeepFake detection using deep learning feature
spaces

Established images based DeepFake detectors are by reason
of the video compression not always applicable for video data,
because video compression results in strong degradation within
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the video frames [2]. Furthermore, most neural networks based
detectors (e.g. [21], [25] or [32]) solely detect DeepFakes based
on individual frames. In consequence, it is possible that contigu-
ous frames of DeepFake videos results in inconsistencies between
the frames which are in certain circumstances not visible by the
human eye. In the area of neural networks those temporal ar-
tifacts are detectable by recurrent network structures. For ex-
ample, Korshunov et al. [18] used a Long Short-Term Memory
(LSTM) architecture to detect inconsistencies between the au-
dio and video stream. For the audio stream they used Mel fre-
quency cepstral coefficients (MFCC) and for the video stream
they calculate 42 distances between mouth keypoints of the 68
landmarks dlib model [17]. Güera et al. [13] combine in a convo-
lutional LSTM the spatial dimension using Convolutional Neural
Networks (CNNs) and the temporal dimension using LSTM to
analyze coherence inconsistencies between the frames. Another
recurrent network structure is the Gated Recurrent Unit (GRU)
network which is used by Sabir et al. [31]. They first cropped the
frames to the facial area which are then compared by the GRU
network to detect temporal discrepancies across the frames.

Motivated by the fact that the human blinking behavior was
not or less present in first DeepFake videos, Li et al. [20] proposed
a LSTM based blinking detector. They combined the LSTM layer
with a convolutional layer to detect closed or opened eye states
in the faces of all video frames. Newer DeepFake generation ap-
proaches solved the problem of missing blinking events within
the video. The detector of Li et al., also known as In Ictu Oculi, is
not able to differentiate between a real and a fake eye blink event.
Only videos without blinking events allows the detector to clas-
sify those videos as fake. Further, the detector was not tested on
DeepFakes which are not generated by the DeepFake tool used by
its authors. An implementation of In Ictu Oculi is provided by its
authors on GitHub1 but this version only works as a blinking de-
tector, not being able to differentiate between real and fake videos
(it only returns open or closed eye states for the frames within
a video with a probability between 0 and 1 but no indication of
whether this implies a DeepFake or not).

Regulatory Requirements and their Impact to
Feature Space Design

Additional requirements for AI applications (such as media
forensics methods and frameworks) conditions are established by
legislation at the European level. One such regulation was in-
troduced with the EU General Data Protection Regulation (EU
GDPR, [10]). It addresses general principles of data protection in
terms of data collection and processing. In particular, the follow-
ing three (out of seven) principles are of importance ([10]):

• Lawfulness, fairness and transparency: “Processing must be
lawful, fair, and transparent to the data subject.”

• Purpose limitation: “You must process data for the legiti-
mate purposes specified explicitly to the data subject when
you collected it.”

• Data minimization: “You should collect and process only as
much data as absolutely necessary for the purposes speci-
fied.”

In addition, Article 9 of the GDPR states: “Processing of per-

1https://github.com/yuezunli/WIFS2018 In Ictu Oculi

sonal data revealing racial or ethnic origin, political opinions,
religious or philosophical beliefs, or trade union membership,
and the processing of genetic data, biometric data for the pur-
pose of uniquely identifying a natural person, data concerning
health or data concerning a natural person’s sex life or sexual
orientation shall be prohibited.” [10]

Another regulation relevant in the context of this paper is the
upcoming EU Artificial Intelligence Act (AIA) [11], addressing
the usage of AI systems. One aspect of particular importance is
the criterion of human oversight in using AI systems (Article 14).
This is supposed to lead to a reduction of black-box algorithms
and enforces human-in-the-loop and human-in-control aspects
for AI systems. In addition, Article 52 Paragraph 3 of the current
AIA draft states, that DeepFakes must be marked as such [11].

In this paper, as underlying forensic process model, the prin-
ciples established in the best practice guidelines on IT forensics
of the German BSI (German Federal Office for Information Se-
curity) [5] (German: “Leitfaden IT-Forensik”) are used. This best
practice document provides various means for modeling foren-
sic processes, including the definition of a generic phase-driven
investigation & reporting model, a basic data model and a clas-
sification of methods and tools. Like many other best practice
documents in this field it covers basic investigation principles,
process models, forensic data types, etc. but does not provide do-
main specific process models and guidelines for specific media
forensic investigations such as DeepFake detection. Here, exist-
ing research, such as the latest extension to the BSI guidelines [5]
described as the Data-Centric Examination Approach for Incident
Response- and Forensics Process Modeling (DCEA) summarized
in [16] and [35], is used as basis for extending the scope of these
guidelines to achieve a higher degree of maturity for the state of
the art in taylor-made models for media forensics (incl. DeepFake
detection).

The core of DCEA has three main components: a model of
the phases of a forensic process, a classification scheme for foren-
sic method classes and forensically relevant data types. The six
DCEA phases are briefly summarized as: Strategic preparation
(SP), Operational preparation (OP), Data gathering (DG), Data
investigation (DI), Data analysis (DA) and Documentation (DO).
At this point only the importance of the SP has to be pointed out,
since it is the phase that also includes all research and evaluation
activities considered in this paper. For further details on the phase
model as well as the method classes and data types, the reader is
referred, e.g. to [16].

Privacy concerns in the evaluation of biometric
data

The human face is an often used biometric trait, that besides
the ID also reveals other information about the person. Even pic-
tures of parts of the face allow to derive personal attributes like
the gender, age, ethnical background, etc. as well as certain health
issues [37]. The work presented in that paper indicates that it is
possible to identify illnesses such as glaucoma and cataracts based
even on single images. Furthermore, there are various studies ad-
dressing the aspect of spontaneous eye blinking. On average, a
human blinks around 10 to 15 times a minute (i.e., once every 4
to 6 seconds [1]). In a study by Sforza et al. [33] it was identified,
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Figure 1. Reduction steps taken for data acquisition

that woman blink more frequently than men and it further differ-
entiates based on age. In contrast, babies and children blink less
frequent with around 2 times a minute. In addition, the blinking
frequency can be affected by external influences, such as talk-
ing [36]. Another study by Jung et al. [15] identified a correlation
between children frequently blinking and tic disorders.

Based on that, in conjunction with the previously discussed
Article 9 of the GDPR, it is important to protect these personal at-
tributes and prevent misuse or (unintended) information leakage.
In general, there are three different possibilities to handle privacy
concerns:

• all critical aspects are available to all
• features are overwritten by default parameters
• critical aspects are excluded, removed or overwritten

The first approach does not exclude personal attributes, instead it
makes them available to all entities with access to the data set.
This might require extensive labeling and also the agreement of
the subjects of each sample. The privacy enhancement can be
done either on feature or image level. On feature level, one pos-
sibility would be to overwrite features by default values. Rele-
vant features have to be identified, that enable deriving personal
attributes. As stated by Angwin et al. [4] personal attributes do
not rely on individual features, but rather a correlation of multiple
features. Lastly, critical aspects could be excluded, removed or
overwritten. One possible approach for this is by using semantic
image inpainting [40]. By now there are various existing privacy
preserving methods, such as de-identification of facial images [8].
Othman and Ross [27] use morphing techniques to change the ap-
pearance of an face image. By using both a male and female
image in the morph process they preserve the identity, but change
the gender. Also DeepFake synthesis can be used for this purpose.
In [6] its usage on social media is discussed, to anonymize faces
in online media. For this purpose, the faces are replaced selec-
tively based on the degree of acquantance, so to the user unknown
faces are anonymized.

Although using image inpaiting or DeepFake to secure pri-
vacy in the video database seems most appropriate, it is not cur-
rently possible to use these techniques for the task of DeepFake
detection. One reason for this is that the methods cause a change
in the data and thus real training data might been changed by this
method and then have to be regarded as DeepFake. To mitigate
the downside for DeepFake detection, it is necessary to restore
the original media of the synthesis. Based on a recent DeepFake
challenge by Guarnera et al. [12], one question was to recreate
the source image of DeepFake synthesis. Unfortunately no algo-
rithms were submitted for this subtask.

In contrast to the possibilities discussed above, this paper
presents an approach of information reduction based on a multi-
level representation minimization. As shown in figure 1 a total of
five different representations were considered for data extraction.
Each reduction step also reduces the amount of information in
the corresponding representation. So by changing from frames to

keypoint representation for example, the requirement of storing
the data as image is removed and replaced by keypoint graphs.

Development of a LSTM Network to predict
blinking behavior

The development of the LSTM network based blinking pre-
dictor would occur within the strategical preparation (SP) phase
of a forensic framework. The proposed forensic pipeline is il-
lustrated in figure 2. The State-of-the-Art section above gives a
small overview about existing LSTM approaches, but many more
LSTM approaches exists. In consequence it is important to de-
cide which approach is applicable for an eye blinking prediction
which come with many different training iterations. A stacked
LSTM network consisting of more than one LSTM layer seems
the best strategy to train human eye blinking behavior.

For this paper, the training data for the LSTM network is
the Celeb-real part of the Celeb-DF [22] data set. In preparation,
the eye aspect ratio (EAR) for both eyes in each video is gener-
ated, according to the proposed method in [19]. All curves were
normalized in the range of 0 and 1, calculated by the lowest and
highest eye aspect ratio (EAR) value of all training samples. The
prediction utilizes a sliding window approach, where two consec-
utive windows are taken, the first one for model training and the
second for prediction. The window size is calculated as 5 seconds
multiplied by 30 frames, which is the median frame rate of all
Celeb-real videos. In other words the LSTM network was trained
on 150 frames to create a prediction for the next 150 frames.

After the LSTM training the aim was to compare the pre-
dicted EAR curves with the calculated EAR curve from all
videos of the Celeb-DF data set, divided into the three classes
Celeb-real, YouTube-real and Celeb-synthesis. The difference be-
tween both the calculated and predicted curves is determined by
∑

n
x=s(max(calcx, predx)−min(calcx, predx))/n, with s being the

index of the first predicted frame and n the total number of pre-
dicted frames. The calculated distance can then be used as feature
for DeepFake detection.

Evaluation setup
As indicated above, for the training the Celeb-real part of the

Celeb-DF [22] is used. The dlib face detector [17] analyzes all
videos to detect faces in every frame of all included videos. In the
training phase, a total of 56 videos had to be removed, because the
face detection was not successful in several frames. Furthermore,
the videos of Celeb-real do not have the same video length and
some even had less than 300 frames. Due to the selected window
size for the LSTM network of 300 frames, these videos were un-
usable. Additional 51 videos have been removed from the training
data set because they were to short.

Addressing the hyper-parameter tuning for the LSTM net-
work training, different training strategies were carried out. Dif-
ferent LSTM unit amounts were tested from ranging from 100 to
300, different counts of LSTM layers were tested from 2 to 4 lay-
ers and also dropout in different strengths from p = 0.1 to p = 0.9
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Figure 2. Illustration of the DeepFake detection pipeline used in this paper in its templating in the forensic process model phase of Strategical Preparation

(SP). Components outside the scope of this paper are marked by dashed lines.

was inserted after every LSTM layer. The maximal training it-
erations was adjusted after full convergence of the training loss,
which in most cases was after 500 epochs.

Evaluation results

Figure 3. Predicted eye aspect ratio and initial EAR curve on the example

of the left eye for the video id13 0008 [22]

Figure 3 shows an initial EAR curve calculated from a Celeb-
real video of the Celeb-DF data set and the predicted blinking
curve with estimated blinking events of a trained LSTM network.
For the model a stacked LSTM network with two LSTM lay-
ers followed by a dropout layer with p = 0.2 and a final dense
layer was trained for 500 epochs. The model by itself is not
well trained, but a tendency of the predicted curve is visible and
promising. The model predict approximately every 50 to 100
frames a blinking event, considering 30fps approximately every
1.66 to 3.33 seconds. Although the blinking appears to be slightly
too often, it can be explained by the fact that the person in the
video was talking (which results usually in a slightly increased
blinking behavior). The sudden change in predicted values on
frame 300 occurs because of a new segment, which is predicted
with the real EAR data between frame number 150 and 300. The
consequence of the results shown in figure 3 is the insight that
further hyper-parameter tuning of the LSTM network is needed,
which will also increase the computational cost that has to be in-
vested into this detector in the strategical preparation phase. This
highlights an important difference between hand-crafted and deep
learning based approaches, namely the scope and depth of hyper-
parameter tuning. At the current state of this blink predictor, fur-
ther hyper-parameter tuning is required, to make the results more
reliable.

The second evaluation goal is to identify a suitable video
duration to detect DeepFakes based on eye blinking. For this pur-
pose, the DeepFake detector DFeye [34] is used on an in-house
data set aggregating data from FaceForensics++ [29, 30], Celeb-
DF [22], DFD [9] and HiFiFace [38] (2904 samples in total). The
model is trained using the J48 [28] classification algorithm pro-
vided by WEKA [14] in its default parameterization and with 10-
fold stratified cross-validation. Afterwards, the samples used are
analyzed for the impact of the duration on the achieved accuracy.
Due to the different frame rates, the optimal length is determined
based on the video duration instead of the number of frames.

frames per second 15 18 24 25 29 29-30 30 60
# samples 6 2 413 852 5 19 1596 11

Framerate distribution in the considered data set.

Figure 4 shows the results categorized in 5 second video du-
ration spans and the corresponding number of samples (=videos
in the used set) per duration. The peak performance of 96./8% ac-
curacy is achieved for video durations between 35 and 40 seconds
(containing 96 samples in the used set). Longer samples first re-
sult in slight decrease in accuracy. A perfect classification is then
again achieved for samples with an duration of at least 55 sec-
onds, however the amount of samples of this duration (33) is too
small to be relevant in the larger picture. The results obtained here
suggest, that there is both a minimum (for accurate detection) and
maximum (for privacy enhancement purposes) length for videos
in the range of 35 to 40 seconds.

Summary, Conclusions and Future Work
This paper shows possibilities and challenges of deep learn-

ing approaches for the purpose of DeepFake detection, especially
focusing on the relevance of suitable hyper-parameter tuning. The
current state of the blinking predictor enables future work to ex-
tend the existing approach towards a full blown blinking-based
DeepFake detector. This can be used to integrate both hand-
crafted and neural network-based methods and evaluate and com-
pare them against each other. Furthermore, the possibility to use
both blinking probability curves generated by [20] as well as eye
aspect ratios as baseline, allows to consider different representa-
tions of data. This enables the comparison of different training

378-4
IS&T International Symposium on Electronic Imaging 2023

Media Watermarking, Security, and Forensics 2023



duration (in s) 5-10 10-15 15-20 20-25 25-30 30-35 35-40 40-45 45-50 50-55 55-60 60-65 65-70 70-75
# samples 121 1179 707 343 158 107 96 49 57 18 17 8 7 1
accuracy (in %) 66.12 73.20 75.53 83.38 84.81 91.59 96.88 89.80 92.98 88.89 100 100 100 100

Evaluation results based on an inhouse data set for the detector DFeye.

Figure 4. Evaluation results based on an inhouse data set for the detector

DFeye.

data representations, to evaluate the usage for privacy enhance-
ment against the detection performance.
In addition to the work on blinking prediction, a video duration
analysis based on this approach is possible. The experiments per-
formed within this paper established an optimal minimum of 35
seconds and maximum of 40 seconds duration for this particular
data set. In general, the human eye blinking and the evaluation
itself is influenced by various external factors, such as distance of
the person towards the camera and the fact that the person was
talking in most samples used. Because of that, more training data
is required to also increase the necessary diversity of training and
testing material.
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