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ABSTRACT
In this work, we present an efficient multi-bit deep image wa-
termarking method that is cover-agnostic yet also robust to
geometric distortions such as translation and scaling as well
as other distortions such as JPEG compression and noise. Our
design consists of a light-weight watermark encoder jointly
trained with a deep neural network based decoder. Such a
design allows us to retain the efficiency of the encoder while
fully utilizing the power of a deep neural network. Moreover,
the watermark encoder is independent of the image content,
allowing users to pre-generate the watermarks for further ef-
ficiency. To offer robustness towards geometric transforma-
tions, we introduced a learned model for predicting the scale
and offset of the watermarked images. Moreover, our water-
mark encoder is independent of the image content, making
the generated watermarks universally applicable to different
cover images. Experiments show that our method outper-
forms comparably efficient watermarking methods by a large
margin.

Index Terms— Watermarking, Deep Learning

1. INTRODUCTION

Since the late 1990s and early 2000s, there has been a rich his-
tory of research on image watermarking [1, 2, 3, 4, 5]. Early
methods, such as Least Significant Bit (LSB) embedding [6],
embedded a message in a cover image by modifying the LSB
of the cover. This would produce minimal perturbation to the
cover and provide a simple decoding scheme, but little robust-
ness to even minor image modifications. Additional robust-
ness was achieved for the most part through the use of spread-
spectrum techniques [7, 8]. This is generally achieved by em-
bedding messages in some transformed domain of the image,
such as the Discrete Fourier Transform (DFT) [9, 8, 10], Dis-
crete Cosine Transform (DCT) [11, 12, 13, 14], or Discrete
Wavelet Transform (DWT) [15, 16, 17, 18].

Particularly difficult are geometric distortions such as Ro-
tation, Scaling, and Translation (RST). Failure to account for
these will result in synchronization errors, causing a failure of
the system. Several methods in classical watermarking have
been developed to account for RST transformations [19, 20,
21]. The majority of these either attempt to embed the water-
mark in a domain which is invariant to one or more of these
transformations, or to estimate the transformation, and rec-
tify the original image for watermark extraction. These tra-
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Fig. 1: Overview of the encoding and decoding pipeline of
our watermarking method. The encoder network takes the
input message (128 bits) and outputs a mask pattern, which
is then tiled and alpha-blended with the cover to produce the
watermarked image. For decoding, our method first predicts
the scale and translation that have been applied to the image,
inverts the transforms, and then sent to a decoder network to
extract the watermark message.

ditional watermarking methods often have low computational
cost, but are often tailored to specific distortion. More re-
cently, deep learning based methods have made significant
progress in improving the robustness and perceptual quality
of image watermarking [22, 23, 24, 25]. However, the cost
of encoding a watermark is much greater for these methods
compared to traditional methods.

To this end, we propose a method that enjoys the best
of both worlds by combining an light-weight encoder with
a convolutional neural network (CNN) based decoding. The
encoder and the decoder are jointly trained so that both com-
ponents are co-optimized for common distortions such as
JPEG or noise. Furthermore, we also propose a novel CNN-
based solution which estimates scaling and translation to
handle synchronization. Experiments show that our method
outperforms comparable traditional watermarking methods
by a large margin.

Note that the encoder in our method is cover-agnostic in
the sense that it does not depend on the image content. This
independence allows users to pre-generate the watermark
overlay, reducing the encoding cost significantly. Though
previous works have also explored alpha-blending between
the original [11], those methods do not utilize the power of
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Fig. 2: Samples of the 32×64 overlay pattern for two random
input messages.

a neural-network based decoder. [25] also explored a cover-
agnostic watermarking through neural networks. However,
our method differs from [25] in the following ways. First, the
computational cost of our watermark encoder is much lower
compared to [25], which uses a U-net [26] as backbone. We
also note that [25] relies on an external pipeline to pre-rectify
the image, which only supports the case where entire water-
marked cover is available as input. In contrast, our method
supports arbitrarily cropped images.

2. METHOD

2.1. Cover-agnostic Encoder

The watermark encoder network takes the message vector
M0 ∈ {0, 1}m as input and outputs an overlay pattern of size
h × w. To make the encoder light-weight, we apply a single
fully-connected layer to map the message space to the mask
space (see Eq. 1). A sigmoid function is applied per-pixel
to constrain the mask values to [0, 1]. The overlay image Im
is then mapped to I ′m by multiplying a constant color vector
c ∈ R3 to each pixel, and then repeating spatially to the
dimensions of the cover image (see Eq. 1). I ′m is cropped
from bottom-right to fit the cover image size if the cover im-
age width and height are not multiplies of the overlay. This
amounts to

Im = sigmoid(WeM0 + be), I ′m = Repeat(Im · c), (1)

where We and be are the weights and biases of the fully-
connected layer in the encoder network. We set the size of
the mask to h×w = 32× 64 throughout this paper, but other
mask sizes are also supported depending on the application.
Visualization of the patterns can be found in Figure 2.

The cover Io and overlay image I ′m are combined through
alpha-blending, as shown in Eq. 2, where α controls the
strength of the watermark.

Iw = (1− α)× Io + α× I ′m. (2)

2.2. SyncNet: Predicting scaling and translation.

Traditional watermarking methods for handling geometric
transformation roughly fall into two broad categories: (1)
embedding in a domain invariant to these transforms, or
(2) attempting to estimate and invert the transform prior to
the watermark extraction. The analogous approaches in a

SyncNet

S
hift (x)

 + 
S

cale (s)

S
hift (x)

 + 
S

cale (s)

U0

U1

Fig. 3: Illustration of the equivariance property. The predic-
tion is done by comparing U0, a universal template pattern
shared by all un-transformed images, to U1, the current out-
put.

learning-based system would be either to directly learn in-
variance to these transforms in the encoder-decoder training
(see Section 2.4), or predicting the geometric transforms. We
choose the latter since we empirically observe that directly
learning invariance only succeeds if the geometric transforms
are insignificant.

Directly predicting the scale and offset through a standard
image classification network yields poor prediction accuracy.
Instead, we present a more nuanced approach by training a
neural network to learn equivariance on the domain of images
watermarked by our decoder. We name the network SyncNet
since it provides a solution for translation and scaling com-
monly referred to as the synchronization problem. Figure 3
provides an illustration of the equivariance property that the
network is trained to satisfy. We note that this property only
holds for images that have been watermarked by our system,
and does not hold for arbitrary input.

To predict the transforms that has been applied to a wa-
termarked image, we compare U1, the SyncNet output of a
transformed watermarked image, with the SyncNet output of
the same image pre-transform. Since we do not have access
to the pre-transformed image, we instead apply the constraint
that the output of SyncNet is shared for all watermarked im-
ages that did not go through any geometric transformations.
We define the output U0 as the universal template.

A brute-force search is applied to obtain the best trans-
form (with integer precision) from U0 to U1 such that the L2

loss ‖T (U0)− U1‖2 is minimized. For the choice of the uni-
versal template, we select a pair of periodic signal (super-
imposed in red and blue in Figure 3), where the peak of the
signal correspond to the x (and y) coordinates of the centers
of the overlay patches after scaling and translation, e.g., the
peaks of the horizontal lines in U0 are {(n + 1

2 ) × h, n ∈
{1, 2, . . . }}, where h = 32 is the height of the overlay pat-
tern. Note that given the periodicity, we can only predict
the offset amount modulo the overlay patch width and height
(w = 64 and h = 32). However, this does not affect the
message decoding since the overlay patterns are tiled.

We use U-net [26] as the architecture of SyncNet. Train-
ing details can be found in Section 2.4.
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2.3. Decoder Network

The decoder network consists of a U-net [26] backbone fol-
lowed by two additional convolution layers and one pooling
operation. The output is thresholded by 0.5 to obtain the bi-
nary message. The two convolution operations are of ker-
nel size, stride, and output channels equal to (16, 16, 64) and
(1, 1, 16) respectively. The detailed designs are shown in Fig-
ure 4. We note that our design is fully-convolutional, and can
accept any input size which is a multiple of the overlay pat-
tern dimensions (32×64). Inputs that are not multiples of the
overlay dimension will be cropped to the nearest heights and
widths before passing to the decoder.

We motivate the design of the final layers after U-net,
which consists of two convolutions followed by a pooling op-
eration. We found it beneficial to use a large kernel size for
the final layer, since this increases the field-of-view of the
output and can take advantage of the full size of the overlay
pattern. The “tiled-pooling” is a simple averaging operation
to account for the fact that the overlay pattern are repeated
across the image.
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Fig. 4: Architecture of the decoder network. The decoder
consists of a UNet combined with a convolution layer with
kernel size 16 and stride 16, and a “tiled pooling” operation,
before being reshaped. The “tiled pooling” maps the activa-
tion of arbitrary size to a tensor of 2×4×16, which accounts
for the spatial repetition in the overlay pattern. An illustration
of the tiled pooling is on the right side of the figure. Note that
we can process any image size larger than 32 × 64, and the
dimensions in the figure are only an example for illustration.

2.4. Training Details

The encoder and decoder is trained jointly without synchro-
nization to minimize the loss in Equation 3 below.

Loss1 = ‖Iw − Io‖2 + CrossEntropy(Md,M0), (3)

see Figure 1 for notation definitions. To improve the ro-
bustness of the networks, we distort the watermarked im-
age with Differentiable JPEG [27] (Q=85), Gaussian noise
(std ∼ U(0.01, 0.03)), and offset ∼ U(0, 4) and scale ∼
U(1.0, 1.02).

For SyncNet, we apply a random scaling and offset
scale ∼ U(0.5, 2.0)and offset ∼ U(−32, 32)) to the wa-
termarked images, and minimize the L2 loss between the
predicted patterns from SyncNet and the ground truth pattern.

Fig. 5: Sample of original and watermarked images. Left:
Original. Right: Watermarked.

The encoder and decoder network weights are fixed during
the training of SyncNet.

All networks (encoder-decoder and SyncNet) are trained
with the ADAM [28] optimizer with learning rate 1e− 4 and
a batch size of 16.

3. EXPERIMENTS

In this section, we evaluate the performance of our method
compared to methods with similar encoding complexity. Ex-
isting image watermarking methods all differ in payload,
robustness, as well as dependence on the cover image. To
perform a fair comparison, we choose the Robust Template
Matching (RTM) [19] based on the following criteria: 1)
Multi-bit with relatively large payload (≥ 128bits); 2) Low
dependence on the cover image; 3) Simultaneously robust
to geometric transforms as well as other corruptions such
as JPEG. The encoder and decoder of RTM consist of two
distinct pieces, a template-encoding and a standard spread-
spectrum differential encoding, both of which are done on the
DFT domain. Both the template and the watermark are em-
bedded in a ring of middle frequencies as a trade-off between
robustness and imperceptibility.

All methods are trained on the standard ImageNet [29]
training set and evaluated on a subset of the ImageNet valida-
tion set (using the standard train and validation split), which
contains a diverse range of web images. We embed a pay-
load of 128 bits for all experiments, and evaluate the average
bit accuracy as well as the percentages of images that have
bit errors less than 95% (at most 6 bit errors), which can be
perfectly recovered with error correction codes such as BCH
codes [30].

3.1. Image Quality

We adjust the watermark strength to α = 5
255 which pro-

duces a nearly imperceptible watermark throughout our ex-
periments. The fractional value is because alpha-values are
usually mapped to [0, 255] in browser implementations of
alpha-blending. Figure 5 provides a visual sample of the
watermarked image. The average peak signal-to-noise ratio
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RTM [19] Identity Jpg444(Q95) Jpg444(Q90) Jpg420(Q95) Jpg420(Q90) GN(0.01) GN(0.02)
Crop(0.8) + Scale (0.75 - 1.0) 52.01 / 4.0 50.98 / 1.0 50.53 / 0.0 51.05 / 2.0 49.99 / 0.0 51.72 / 4.0 51.04 / 1.0
Crop(0.8) + Scale (1.0 - 1.5) 78.80 / 58.0 76.73 / 52.0 65.59 / 26.0 77.16 / 53.0 66.60 /29.0 69.00 /30.0 64.65 /18.0
Crop(0.8) + Scale (1.5 - 2.0) 83.93 / 62.0 83.53 / 61.0 83.07 / 61.0 82.56 / 59.0 83.86 / 62.0 74.46 /38.0 71.80 / 30.0

Ours Identity Jpg444(Q95) Jpg444(Q90) Jpg420(Q95) Jpg420(Q90) GN(0.01) GN(0.02)
Crop(0.8) + Scale (0.75 - 1.0) 96.4 / 90.0 95.62 / 89.0 93.44 / 83.0 95.17 / 90.0 92.87 / 84.0 96.46 / 92.0 91.72 / 81.0
Crop(0.8) + Scale (1.0 - 1.5) 97.28 / 93.0 97.49 / 92.0 95.56 / 92.0 94.68 / 90.0 95.55 / 91.0 93.80 / 88.0 91.38 / 83.0
Crop(0.8) + Scale (1.5 - 2.0) 93.49 / 87.0 93.40 / 86.0 92.65 / 85.0 93.98 / 88.0 95.49 / 91.0 92.98 / 86.0 86.58 / 73.0

Table 1: Decoding bit accuracy (percent) for various distortions with random scaling and cropping applied. For each cell in
the table, we report both the average bit accuracy (first entry), and the percentage of images with greater than 95% decoding
accuracy (second entry). The PSNR for our method is at 41dB and PSNR for RTM is 38dB.

(PSNR) is 40.9dB for our method. We adjust the PSNR of
the compared method to match our PSNR whenever possible,
and lower if the decoding accuracy is too low.

3.2. Decoder Robustness

We first evaluate the standalone robustness of our decoder net-
work compared to a standard spread-spectrum method as in
RTM [19], i.e., we do not apply any scaling or translation to
the images and do not apply scale and offset predictions. Ta-
ble 2 shows the average decoding accuracy evaluated on 500
images from the test set resized to 256 × 256 with randomly
generated message payload. We observe that our method out-
performs the baseline by a large margin on all settings.

Identity Jpg420(Q95) Jpg420(Q90) Jpg420(Q85)
RTM [19] 94.94 92.74 91.30 85.50

Ours 99.94 99.91 99.88 99.73
Jpg444(Q95) Jpg444(Q90) Jpg444(Q85) Jpg444(Q80)

RTM [19] 94.39 91.28 85.49 79.57
Ours 99.91 99.88 99.76 99.58

GN(0.01) GN(0.02) GN(0.03) GN(0.04)
RTM [19] 94.70 94.11 93.00 91.29

Ours 99.94 99.91 99.87 99.75

Table 2: Average bit accuracy (percentage) with no scaling
and translation. PSNR for both watermarking methods is ad-
justed to 41dB. Results are averaged across 500 images and
the messages are generated at random.

3.3. Decoder With Synchronization

In this section, we evaluate the end-to-end performance of
our system by adding scaling and translation on top of the
existing distortions, i.e., by applying “random crop + scaling
+ distortion” to the watermarked images where “distortion”
is optionally JPEG or Gaussian Noise. The results are eval-
uated on 100 images resized to 384 × 384. We randomly
crop a square with 80% width and height of the original to
provide full coverage of all possible translation values, since
384×0.2 = 77 is already greater than the overlay patch size.
Table 1 provides a breakdown of the average decoding accu-
racy for three different ranges of scaling factors. Note that

the decoding accuracy of our method is greater than 90% for
nearly all scenarios, and also out-performing the comparison
by a large margin.

C(0.8) + S(0.75 - 1.0) Identity GN(0.01) GN(0.02) Jpg444(Q90) Jpg420(Q90)
Ours (Offset Error) 3.2 3.5 5.2 3.6 4.7
Ours (Scale Error) 0.01 0.006 0.01 0.008 0.01

RTM [19] (Scale Error) 0.28 0.28 0.27 0.35 0.35
C(0.8) + S(1.0 - 1.5) Identity GN(0.01) GN(0.02) Jpg444(Q90) Jpg420(Q90)
Ours (Offset Error) 2.5 4.8 3.6 4.1 4.6
Ours (Scale Error) 0.032 0.017 0.024 0.025 0.020

RTM [19] (Scale Error) 0.15 0.18 0.14 0.23 0.22
C(0.8) + S(1.0 - 1.5) Identity GN(0.01) GN(0.02) Jpg444(Q90) Jpg420(Q90)
Ours (Offset Error) 3.6 3.8 4.6 2.9 2.8
Ours (Scale Error) 0.034 0.035 0.059 0.030 0.033

RTM [19] (Scale Error) 0.10 0.10 0.11 0.09 0.07

Table 3: Error of the scale and offset predictions for different
scale factor ranges and distortions. The errors for scale and
offset are presented in its absolute values, i.e., an offset error
of 4 means the image is shifted by 4 pixels.

Table 3 provides average error of the scale and offset pre-
dictions under the same setting as Table 1 for our method as
well as RTM. Note that since RTM acts on the magnitude of
the DFT, the method is naturally translational invariant and
does not require explicit translational offset prediction.

3.4. Encoder Latency

We measure the latency of our watermark encoder compared
against RTM on images of size 384 × 384. The average la-
tency is 7.3ms for our encoder compared to 29.2ms for RTM.
Results are averaged across 1000 runs on a Intel(R) Xeon(R)
W-2135 CPU @ 3.70GHz.

4. CONCLUSION

In this work, we present an efficient method for multi-bit im-
age watermarking that is cover-agnostic at encoding time, and
robust to scaling and translation as well as other image cor-
ruptions such as JPEG. Our solution is entirely learning-based
as well as end-to-end trainable. Future directions of this work
may include making the method robust to rotations.
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