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Abstract

Finding research professionals and collaborators to address
community problems continues to be a significant barrier for
many local government agencies.  Research collaboration
between researchers from universities, industries and local
government agencies can be tremendously useful to all organiza-
tions. San Antonio Research Partnership Portal is a collaborative
initiative to bring researchers and local government agencies
in one place to solve community concerns. In this paper, we
investigate the performance of popular keyword extraction tools
by measuring the effectiveness of identifying the keywords from
research opportunities. The extracted keywords are used in an
automated process for San Antonio Research Partnership Portal
to match academic researchers with corresponding research
opportunities.

Index Term - Community Research Partnership, Keyword
Extraction Tool, Information Extraction, Web Application,
Evaluation

Introduction

Community-based research is a collaborative research part-
nership approach in which academic researchers, local govern-
ment officials, members of the community, representatives of or-
ganizations, and others are all equally involved in all facets of
the research process, contributing their knowledge, and sharing
in the formulation of policy [1, 2]. Both the creators and the po-
tential users of community research must collaborate to overcome
the difficulties [3, 4]. Local governments can grant university re-
searchers access to city data, enabling their work to have a wider
impact beyond the confines of traditional scholarly publications, a
better chance of obtaining research funding, and a more method-
ical and intentional approach to community contact. And to get
the best outcome from community research partnership it is very
important to match the collaborators.

The most valuable resource in modern world is data. As
humans interact through many data types such as photographs,
videos, music, and textual streams on various web- sites through-
out the internet, this data is extremely valuable. The knowledge
concealed in these massive amounts of data may be used to con-
duct several activities. We concentrated mostly on textual data.
To extract essential insights or to provide data insights for textual
data in a clear manner, there are two basic ways. The first option
is manual analysis, which entails manually processing the data

IS&T Infernational Symposium on Electronic Imaging 2023
Mobile Devices and Multimedia: Enabling Techno%

gies, Algorithms, and Applications 2023

and beginning to log the information that appears to be valuable.
Another method is automated text analysis, which uses compu-
tational tools to do text analysis. Due to large data quantities,
the latter option is more enticing, as manually processing large
amounts of text will be impossible. Automatic Keyword/key-
Extraction (KE) is a technique for displaying essential informa-
tion that is extensively used to annotate articles to represent their
possible categories [5]. It is extremely important in the field of
information retrieval. It’s because keywords from any piece of
data indicate whether the data source is appropriate and relevant
to other significant domains and/or subject.

Firoozeh et al. conducted a comprehensive review of KE
methods along with their benefits and drawbacks [6]. The au-
thors also presented benchmark data-set for keyword extraction.
Similar work of exploring state-of-the-art KE has been done by
others that includes classifying KE methods, data prepossessing,
advantages, challenges, and underlying data-sets [7] - [11]. Re-
cent studies broadly discuss the technical details of KE methods,
offer interesting insights to highlight open issues, and present a
comparative experimental result [12]. We have experimented with
several python-based implementations of KE methods to find the
fastest and most efficient KE tool to automate the matchmaking
process of community research partnership platform. The paper
is composed as follows: Section II introduces prior research on
evaluation of KE tools. In section III, San Antonio Research Part-
nership Portal is introduced and followed by a list of KE tools
and benchmark data-sets selected for our experiment in Section
IV. Section V includes the experimental results and discussion.
Finally, we conclude this paper with future research direction in
Section VI.

Il. Related Works

The reliability of evaluation techniques and approaches and
an examination of their flaws remain two of the largest prob-
lems for keyword extraction. There have been several works
on evaluating the performance of KE tools. But unfortunately,
there has been a lack of research on integrating faster and ef-
ficient KE tool on a community research partnership web plat-
form. Using several evaluation techniques and metrics, Papa-
giannopoulou and Tsoumakas provided an empirical study com-
paring commercial APIs with cutting-edge as well as popular un-
supervised methodologies [12]. They thoroughly analyzed the
exact and partial matching approaches in their evaluation study,
recommending that one consider their average and emphasizing
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the need for methods that consider the semantic similarity of an-
ticipated and golden keywords. Piskorski et al. conducted a study
to select the most appropriate state-of-the-art keyword extraction
technique for indexing news articles in a large-scale real world
news analysis engine [13]. The authors evaluated the algorithms
with random samples of 50 news articles published in 2020. Gi-
arelis et al. performed a comparative assessment of five differ-
ent KE methods and experimented the KE methods with different
scientific and new articles [14]. A similar approach of our exper-
iment. Kumar et al. also investigated the performance of three
popular KE methods by measuring their effectiveness in identi-
fying keywords [15]. In this paper, we have experimented with
more KE tools than previous studies to have a broader insight. As
well as we have evaluated the KE tools integrated with San Anto-
nio Research Partnership Portal which is a partnership web portal
for community research [16].

lll. San Antonio Research Partnership Portal

A prototype project from the R&D League effort of the Of-
fice of Innovation, City of San Antonio, is the San Antonio Re-
search Partnership Portal. Initiation of the project took place in
the first quarter of 2021. The Office of Innovation in the City of
San Antonio launched the R&D League, a research and devel-
opment initiative, in partnership with the University of Texas at
San Antonio (UTSA), the Southwest Research Institute (SwRI),
and the United Services Automobile Association (USAA) [17].
For the sake of the people of San Antonio, this league’s goal is
to create cross-sector, multidisciplinary alliances to conduct inno-
vative concept research, promote evidence-based policy making,
and pursue the cutting edge of innovation. The R&D League has
a goal to create and develop a central platform to help the com-
munity research partnership. This initiative’s goal is to develop
an interactive open research partnership portal that will enable
university academic researchers to participate more actively in
open collaboration projects with government agencies, local de-
partments, other organizations, universities, and the community.
It is important to match the research opportunities with academic
researchers’ research interests to facilitate the research partner-
ship process. And for that, we will extract the important key-
words from research opportunities and match it with researchers’
research interests.

IV. Keyword Extraction

The process of choosing terms that accurately describe a
document is known as keyword extraction. Its objective is to
provide a brief synopsis of a lengthy text. The process of auto-
matically extracting keywords using computational technologies
is known as automatic keyword extraction (AKE). It can give the
user a brief summary of the information in the pertinent docu-
ment. We selected the KE methods that have python-based imple-
mentation for our experiment as the San Antonio Research Part-
nership Portal is a python-based web application. In this section,
we will briefly describe the selected KE tools, benchmark data-
sets, and evaluation metrics. Table 1 shows the selected KE tools,
their approach, and parameter settings.

A. Keyword Extraction Tools
RAKE Rapid Automatic Keyword Extraction (RAKE) is a
method for quickly extracting keywords from a single document

that is unsupervised and independent of any particular domain
[18]. A set of phrase and word delimiters as well as a list of
stop words are included in the input parameters for the RAKE Al-
gorithm. It uses stop words and phrase delimiters to separate the
text into candidate keywords. Most of these candidate keywords
are words that help a developer find the exact keyword needed to
extract data from a text.

YAKE Yet Another Keyword Extractor (YAKE) is a quick and
easy unsupervised automatic keyword extraction technique that
uses text statistical data gathered from individual documents to
identify the most crucial keywords in a text [19]. The system
is not dependent on dictionaries, external corpora, text size, lan-
guage, or domain, nor does it require training on a specific collec-
tion of documents. There is a web API available for YAKE.

Gensim Gensim is an open-source framework that uses contem-
porary statistical machine learning for unsupervised topic model-
ing, document indexing, retrieval by similarity, and other natu-
ral language processing features [20]. Gensim stands out from
most other machine learning software solutions because it is built
to handle massive text collections using incremental online algo-
rithms and data streaming.

SpaCy SpaCy is a Python software package for advanced nat-
ural language processing that is free and open source [21]. Soft-
ware for use in production is spaCy’s primary focus. SpaCy has a
lot of statistical models created for many different languages. Ad-
ditionally, it enables deep learning workflows that let users com-
bine statistical models trained using well-known machine learning
libraries with libraries of their own.

TextRank TextRank is a python tool to extract keywords and
summarizes text [22]. By examining whether words follow one
another, the algorithm can identify how closely they are related.
The PageRank method is then used to order the text’s most crucial
phrases. The spaCy pipeline typically works with TextRank.

PKE Python Keyphrase Extraction (PKE) is an open-source
python-based keyword and key phrase extraction library [23].
Currently the following non-learning ranking and graph-based KE
models are implemented in PKE.

e TF-IDF: Term Frequency-Inverse Document Frequency
(TF-IDF) is a weighting measure that identifies whether a
word is significant in a certain document of a corpus. A
document’s keywords ought to have a high TF-IDF rating.

* KP-Miner: KP-Miner is statistical approach to extract key
phrases [24]. Candidates for a key phrase are groups of
words devoid of stopwords or punctuation. Candidates that
don’t show up three times or that first appear outside of a
specific position are eliminated. Following that, candidates
are weighted using a modified TF-IDF method that takes
document length into consideration.

» TopicRank: Another unsupervised graph-based key word
extractor is TopicRank [25]. Unlike TextRank, the graph’s
nodes are topics, and each topic is a collection of compara-
ble single- and multi-word expressions.

IS&T Infernational Symposium on Electronic Imaging 2023
3712 Mobile Devices and Multimedia: Enabling Technologies, Algorithms, and Applicafions 2023



Table 1: Selected KE tools with parameter configuration.

Algorithm Parameters Approach
RAKE - Statistical
YAKE lan="en", n=3, top=10, windowsSize=3 Statistical
Gensim words=10, lemmatize=True Statistical+Deep Learning
SpaCy not is_stop and not is_punct and not like_num Statistical+Deep Learning
TextRank - Graph-based
TF-IDF language="en’, grammar = "NP: {<ADJ>*<NOUN | PROPN>+} Non-learning Ranking
KPMiner language="en’, grammar="NP: {<ADJ>*<NOUN | PROPN>+} Non-learning Ranking
TopicRank language="en, pos={’"NOUN’,PROPN’;ADJ’;ADV’ } Graph-based
PositionRank language="en’, maximum_word_number=5, window=3, Graph-based
pos="NOUN’PROPN’;ADJ’;ADV’
SingleRank language="en’, window=3, pos={"NOUN’,PROPN’;’ADJ’,ADV’} Graph-based
KeyBERT (mmr) keyphrase_ngram_range=(1,3), top_n=10, stop_words="english’, Deep Learning
use_mmr=True
KeyBERT (maxsum) | keyphrase_ngram_range=(1,3), top_n=10, stop_words="english’, Deep Learning
use_maxsum=True

* PositionRank: In order to calculate a position-biased PageR-
ank score for each word, PositionRank, a graph-based
model, additionally takes into account the positions and fre-
quency of words inside a document [26].

* SingleRank: TextRank is expanded into SingleRank, but
there are two key changes [27]. Instead of having an un-
weighted graph in TextRank, the edges are first given a
weight. Second, unlike TextRank, which only keeps the top
one-third of vertices depending on their ratings, SingleRank
keeps every uni-gram.

KeyBERT KeyBERT is a simple and user-friendly keyword ex-
traction technique that uses BERT word embedding to provide the
keywords and key phrases that are most comparable to a given
document. BERT, also known as Bi-directional Encoder Repre-
sentation of Transformers, is an encoder-only model designed to
learn deep bidirectional representations of text segments from an
unlabeled text.

e mmr: Maximal Marginal Relevance (mmr) considers the
similarity of keywords/key phrases with the document,
along with the similarity of already selected keywords and
key phrases [28].

* maxsum: For maxsum, first the document’s 2*top_n key-
words are extracted [29]. Then these keywords’ pairwise
similarities are computed. The algorithm then extracts the
terms that are most relevant and least similar to one another.

B. Benchmark Data-sets

To evaluate the python-based unsupervised KE tools, three
different data-sets are selected. Table 2 shows the details of se-
lected data-sets.

SemEval 2010 (Task 5) SemEval2010 consists of 244 full sci-
entific papers from four different areas of computer science re-
search, each ranging from 6 to 8 pages and taken from the ACM
Digital Library (one of the most popular data-sets previously used
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for keyword extraction evaluation) (distributed systems; informa-
tion search and retrieval; distributed artificial intelligence — multi-
agent systems; social and behavioral sciences — economics) [30].
Each article contains two sets of keywords: one set supplied by
the author (which is included in the original pdf file), and the other
set assigned by expert editors; both sets of keywords may or may
not be included directly in the text.

Inspec Inspec is made up of 2,000 abstracts of computer sci-
ence journal articles that were gathered between 1998 and 2002
[31]. Two sets of keywords are assigned to each document: the
controlled keywords, which are manually selected keywords that
appear in the Inspec thesaurus but may not appear in the docu-
ment, and the uncontrolled keywords, which are freely chosen by
the editors and are not limited to the thesaurus or the document.
In the repository, the ground truth is defined as the union of the
two sets.

SemEval 2017 (Task 10) SemEval2017 is made up of 500 sen-
tences drawn randomly from 500 ScienceDirect journal articles
in the fields of computer science, material sciences, and physics
[32]. A number of keywords were chosen for each manuscript
by a professional annotator and one undergraduate student. When
there is a difference of opinion between the two annotators, the
expert’s annotation takes precedence. Extraction of keywords and
relationships from scholarly articles was the first goal.

C. Evaluation Metrics

The comparison of the human annotated data set and the sys-
tem generated results is frequently used to evaluate KE tools. Pre-
cision, recall, and f-score are among the most often used assess-
ment metrics in the Information Retrieval area for such compar-
isons. The ratio of successfully recognized entities to the total
number of predicted entities by the systems is known as preci-
sion. Recall, on the other hand, shows the proportion of properly
recognized entities to the total number of entities in the human an-
notated data set. In other words, precision denotes the accuracy of
a produced system, whereas recall denotes the system’s coverage.
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Table 2: Statistics of Benchmark Data-sets.

Data-set Text Category | Number of Documents Words per Document Keywords per Document
Max | Min | Mean | Std | Max | Min | Mean | Std

SemEval 2010 Article 244 375 40 166 60 38 5 16 4

Inspec Abstract 2000 502 15 124 59 40 2 14 6

SemEval 2017 Paragraph 493 355 60 169 48 45 4 17 7
We use the fuzzy matching framework for partial matching 45
to assess the selected KE tools. This framework’s justification is ‘3‘0
that even while KE approaches frequently produce the right key - 33
phrase, exact matching tests frequently produce subpar results. % 25
The following metrics are described using this framework: 820
w 15
.. number of partially matched keywords 0
Precision = (1 5

total amount of extracted keywords
& &L N $ & NS NG NG Q Q
number of partially matched keywords & & o %‘2& +8§ <« ,@\Q@ -\c@o_o&@o \éﬁ(\ /\\ﬁ“@ @f’\)&
Recall = - 2) <@ NEPCUF I A
total amount of assigned keywords @3’ &
A\
%‘b

High accuracy and recall are generally desired. As a result,
the f-score, a statistic that incorporates both metrics, is exten-
sively employed. The harmonic mean of recall and accuracy, as
described below, can be used to determine the partial balanced
F-score.

2*Precision*Recall

F— == — 3
seore Precision+Recall 3

V. Experiments

Python programming language is used to implement and
evaluate the selected KE tools. The experiment code, data-sets,
evaluations results are freely available at GitHub repository [33].
In this section we will discuss our experimental setup and result.

A. Experimental Setup

An Intel core 17-6400 CPU @ 3.40GHz with 16GB RAM on
64-bit Windows operating system machine is used for this exper-
iment. We employ all python-based implementation of KE tools
from https://pypi.org/. All algorithms are configured in their para-
metric setups to generate n-grams with sizes ranging from 1 to 3.
The top ten key phrases for each method are retrieved, and the key
phrases that were manually allocated are then compared.

B. Result and Discussion

For evaluating the KE tools, we calculate the execution time,
execution time per document, matched keywords per document,
precision, recall, and f-score. Table 3 shows the evaluation result.

As shown in Table 3, KeyBERT (maxsum) achieves highest
F-score, and RAKE achieves lowest average execution time per
document for all three benchmark data-sets. Fig. 1 shows F-score
for all selected KE tools on three benchmark data-sets.

As execution time is very important for a web application,
we created a ranking by calculating the ratio of the average F-
score and the average execution time per document. The highest
value receives the highest ranking. Fig. 2 shows the performance
score of selected KE tools in log scale. Top four algorithms are
RAKE, Gensim, YAKE, and KeyBERT (mmr). All of them have
execution time less than 1 second. Though KeyBERT (maxsum)
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Figure 1. F-score of all selected KE tools on three benchmark data-set.

shows highest f-score, it has average execution time per document
more than 6 seconds. And three algorithms RAKE, YAKE, and
KeyBERT (mmr) have f-score within 3% of highest f-score. Later
we implement these three algorithms in San Antonio Research
Partnership Portal and re-evaluated their performance.

C. Integrating KE Tools with San Antonio Re-
search Partnership Portal

The next step is to integrate the KE tools with San Antonio
Research Partnership Portal to evaluate them. When the adminis-
trative user upload a new research opportunity on the portal, our
program first collect all relative information and run KE tool to
extract the important keywords. Those extracted keywords are
then matched with the research interest of academic researchers.
After the matching, the profile of matched researchers are pulled
from the database. Table 4 shows the average execution time for
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Figure 2. Performance score in log scale.
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Table 3: Evaluation result of each KE tools for all three benchmark data-sets.

Algorithm Dataset Execution | Execution | Matched | Precision Recall | F-score Ranking
Time (sec) | Time per | Key- (%) (%) (%)
Docu- words
ment (sec) | per Doc-
ument
SemEval2010 | 0.22 0.0009 4.57 45.7 29.42 35.8
RAKE Inspec 1.37 0.0007 4.77 4791 33.79 39.63 1
SemEval2017 0.5 0.001 4.87 48.68 28.14 35.66
SemEval2010 | 7.1 0.0291 4.37 43.73 28.15 34.25
YAKE Inspec 54.34 0.0272 4.83 48.35 34.26 40.1 3
SemEval2017 13.2 0.0268 4.87 48.72 28.16 35.69
SemEval2010 1.9 0.0078 3.64 41.83 23.43 30.04
Gensim Inspec 16.2 0.0081 4.36 45.19 32.13 37.56 2
SemEval2017 4.19 0.0085 4.72 543 27.27 36.31
SemEval2010 332.79 1.3639 3.58 35.82 23.06 28.06
SpaCy Inspec 2537.92 1.269 4.33 43.53 30.72 36.02 7
SemEval2017 619.97 1.2575 4.58 45.76 26.45 33.52
SemEval2010 313.65 1.2855 4.48 448 28.84 35.09
TextRank Inspec 2576.03 1.288 4.75 48.03 33.66 39.58 5
SemEval2017 606.09 1.2294 4.86 48.64 28.12 35.64
SemEval2010 | 717.35 2.94 4.61 46.07 29.66 36.09
TF-IDF Inspec 5694.68 2.8473 4.85 48.5 34.37 40.23 11
SemEval2017 1388.04 2.8155 4.95 49.53 28.63 36.29
SemEval2010 | 715.62 2.9329 4.64 46.39 29.87 36.34
KP-Miner Inspec 5595.92 2.798 4.81 48.75 34.09 40.12 10
SemEval2017 1377.03 2.7932 4.95 49.49 28.61 36.26
SemEval2010 387.74 1.5891 4.05 40.5 16.07 31.72
TopicRank Inspec 2916.21 1.4581 4.42 45.24 31.35 37.04 9
SemEval2017 724.12 1.4688 4.82 48.22 27.87 35.32
SemEval2010 398.3 1.6324 4.73 47.34 30.47 37.08
PositionRank Inspec 2912.82 1.4564 4.82 48.92 34.17 40.24 8
SemEval2017 723.26 1.4671 4.97 49.68 28.71 36.39
SemEval2010 363.32 1.489 4.75 47.54 30.61 37.24
SingleRank Inspec 2973.72 1.4869 4.8 48.41 33.98 39.93 6
SemEval2017 750.69 1.5227 4.95 49.51 28.62 36.27
SemEval2010 155.48 0.6372 4.72 47.17 30.37 36.95
KeyBERT (mmr) Inspec 1090.22 0.5451 4.93 49.3 34.94 40.9 4
SemEval2017 340.7 0.6911 4.98 49.8 28.78 36.48
SemEval2010 1490.18 6.1073 4.88 48.81 31.42 38.23
KeyBERT (maxsum) | Inspec 12289.1 6.1446 4.97 49.74 35.25 41.26 12
SemEval2017 3067.85 6.2228 4.99 49.94 28.87 36.59

the top three KE tools integrated with San Antonio Research Part-
nership Portal. All of them performed as expected with the web
application.

VI. Conclusion

We have comparatively evaluated a set of unsupervised KE
tools across different benchmark data-sets. Our experimental re-
sult shows that the RAKE algorithm is the fastest with f-score
within 3% of the highest one. One limitation of our experiment
might be the limited number of benchmark data-sets. Future re-
search will take into account other data-sets in an effort to further
validate the findings of this publication. We also incorporated best
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three KE tools with San Antonio Research Partnership Portal and

Table 4: Average Execution time of fastest KE tools on San
Antonio Research Partnership Portal.

Algorithm Average Execution Time (sec)
RAKE 0.002
YAKE 0.03
KeyBERT (mmr) 0.45
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re-evaluated their performance on the web application. Our future
work direction also includes the comparative evaluation of addi-
tional unsupervised KE tools and fine tuning the KE models for
domain specific applications.
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