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Abstract

Accident detection is a complex task in computer vision
(CV) because of various anomalies, occlusions, and objects that
change over time in video footage. Unlike many other CV chal-
lenges, accident detection is not solely based on image content but
is also affected by the motion and appearance of objects in the
scene. In recent years, researchers have explored various deep
learning (DL) techniques for anomaly detection (AD), including
multimodal approaches, a combination of image reconstruction
and optical flow, object detection (OD), object recognition, ma-
chine learning (ML) with DL methods and generative adversarial
networks (GANs). However, none of the studies has combined ob-
Ject tracking (OT) and image generation to detect anomalies. This
study proposed a novel approach for traffic accident detection
that combines OT and image generation using GANs with vari-
ations such as skip and attention connections. Initially, manual
inception separated anomalies and non-anomalies frames from
the video. After that, background removal (BR) techniques were
applied to reduce background variability in the image. Then, OD
is performed using YOLO-R (You Only Learn One Representa-
tion) and OT using the DeepSort model. Finally, the Kalman filter
and GANs are utilized to calculate the distance error metric and
adversarial error for AD in surveillance videos. The proposed
algorithm in this study detects traffic accidents in various scenar-
ios using the GAN model with skip connections and OT, achieving
the highest accuracy among the proposed models. This approach
demonstrates the effectiveness of combining OT and image gener-
ation for accident detection in video surveillance.

INTRODUCTION

Anomalies are data points or patterns in data that do not fit
into a defined representation of typical behavior [1]. Besides, with
the recent advancements in CV, DL, and ML techniques [2], AD
in surveillance videos has become an important research area.
However, AD can be a supervised learning problem for which
collecting a large amount of labeled data takes time and effort
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[3, 4, 5]. Researchers have recently applied various ML and DL
multimodal techniques to detect anomalies in live streaming, in-
cluding analyzing traffic accidents, speed limits, license plates,
etc., to improve road safety [6, 7]. Identifying anomalies is find-
ing patterns in the training data that are not previously visible is
the traditional way to solve the problem in videos. Most current
techniques are based on end-to-end trained, deep neural networks
that require a large number of training data.

In AD, methods must simulate data, which can be compli-
cated and multidimensional [8]. GANSs [9] have been successfully
used to represent such complicated and high-dimensional data,
especially in real images. However, most methods can only be
used with homogeneous scene datasets; traffic datasets are iden-
tical. Such models need to be explicitly trained on video from
each scene in which they are used and could be better for real-
time applications. As a result of such model’s improvement in
surveillance technologies has led to the widespread of AD, which
is used in a variety of areas including, IT, network intrusion anal-
ysis [10, 11, 12], medical diagnostics [13], financial fraud preven-
tion [14, 15], manufacturing quality control [16, 17], marketing,
social media analysis, and many others [18]. GANs have shown
great promise in various applications [19], including image syn-
thesis, fake image classification, and abnormal frame prediction
in the video. By training a GAN on data (images), the model
can learn to generate new data that closely matches the normal
data. Also, anomalies can be identified by measuring the distance
between new data points and the non-anomalies data. However,
applying GANs to AD is not without its challenges. For example,
GANs may generate data points similar to the actual image but not
precisely the same as the image, leading to false positives or false
negatives. Additionally, GANs may be prone to overfitting the
training data, which can limit their ability to generalize to unseen
data. Despite these challenges, AD with GANs has the potential
to be robust and flexible in detecting anomalies in complex videos
and is an active area of research in ML.
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LITERATURE REVIEW
Handcrafted features-based AD

AD identifies unusual events or observations in a dataset that
may indicate an underlying problem or issue. It is essential in
various fields, including surveillance, fraud detection, and cyber-
security. In the early days of research on AD, handcrafted fea-
tures were often used to represent the data and detect anomalies.
Handcrafted features are manually designed by experts and tai-
lored to the specific characteristics of the data. An example of
handcrafted features for AD is using statistical measures [20, 21]
such as mean, median, and standard deviation to detect deviations
from the norm. These features are simple to calculate and easy to
interpret, but they need to be improved in their ability to capture
more complex patterns in the data.

Another handcrafted feature AD is trajectory-based detec-
tion [22] analyses the movement of objects in a video to detect
anomalous behavior. This approach is widely used in various ap-
plications such as security video surveillance, traffic monitoring,
and crowd behavior analysis. One of the main advantages of this
approach is that it is relatively easy to implement, as it does not
require complex ML algorithms. However, the accuracy of this
approach can be limited by the quality of the handcrafted fea-
tures used to represent the objects in the video and the ability of
the model to capture the underlying patterns of normal behav-
ior effectively. The limitations of the above method have led to
the use of handcrafted spatiotemporal features to model motion
patterns for AD. The following approach involves extracting low-
level appearance features and motion cues such as color, texture,
and optical flow. These features are then used to model motion
activity patterns. This is a straightforward approach that has been
widely used in the field of video AD [21, 20, 22]. However, it
has some limitations, such as being sensitive to various noises in
the video and requiring manual feature engineering, which can be
time-consuming and may not capture the essential features of AD.

The Gaussian Mixture Model (GMM) is often used as a
classifier. The GMM is a probabilistic model that assumes that
the data follow a mixture of several Gaussian distributions. The
GMM can be used to learn the underlying distribution of the data
and classify new data points as either normal or anomalous based
on their probability under the learned distribution. The GMM [23]
is generally effective at detecting anomalies in low-dimensional
data but can cause problems with high-dimensional data. In ad-
dition, the GMM requires careful initialization and can be sen-
sitive to the choice of hyperparameters, such as the number of
mixture components and the covariance structure. Despite these
limitations, the GMM remains a popular choice for handcrafted
features-based AD due to its simplicity and interpretability. How-
ever, in the Two-step approach for video AD, the author initially
used the Spatial-Temporal Interest Point (STIP) detector to detect
the region of interest in the video. In the later step, they extracted
appearance and motion features from the regions of interest. Also,
the author used the Histogram of Gradient (HOG) as the appear-
ance feature descriptor and the Histogram of Optical Flow (HOF)
as the motion feature descriptor. STIP allows the method to focus
on the regions of the video that are most relevant for detecting
anomalies [24]. By combining appearance and motion features,
this method can capture the visual appearance and motion pat-
terns of the objects in the video. Although this method relies on
hand-crafted features, which may not capture the essential fea-
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tures of AD, it requires a lot of manual feature engineering and
can be time-consuming. Additionally, this method may not be ro-
bust to various video noises such as camera jitters, illumination
variations, and occlusions.

Another approach based on handcrafted features is model-
based detection [25]. The study discussed that a statistical model
of normal behavior is created, and the deviations from this model
are identified as anomalies. The following approach has been ap-
plied in network intrusion detection, fraud detection, and manu-
facturing process monitoring. One of the main advantages of this
approach is that it can be very accurate, as the model can capture
the underlying patterns of normal behavior in detail. However,
this approach can be computationally intensive and requires much
construction and optimization of a complex statistical model. In
addition, it can be challenging to generalize this approach to new
data, as the model needs to be re-trained and fine-tuned for each
new dataset. Another study discussed a popular approach for AD
is using image features, such as edge detection and texture anal-
ysis, to detect anomalies in an image. These features are often
used in surveillance applications to detect unusual activity or ob-
jects on the scene. Despite the popularity of handcrafted features,
they require significant domain expertise to design and may only
apply to some AD tasks. The features are usually not scalable to
large datasets and do not exploit the power of modern computa-
tional hardware. Yet, handcrafted features are sensitive to noise
and variations in the data. Also, they are not robust to changes in
the environment or the appearance of the objects being detected.
They cannot capture complex patterns in the data, resulting in
poor performance on AD tasks.

Deep learning-based AD

DL techniques have become famous for AD due to their abil-
ity to learn complex patterns and features directly from the data.
DL models can be trained using large amounts of annotated data
and automatically learn to extract the most relevant features for
a given task. Moreover, DL models are scale-invariant and ro-
bust to noise and variations in the data, which makes them suit-
able for handling complex and dynamic environments. One of the
main challenges of using DL for AD is the availability of anno-
tated data. Annotating large amounts of data is time-consuming
and costly; annotating all the data needed to train a DL model is
often not feasible. Moreover, researchers have proposed various
approaches for semi-supervised or unsupervised AD using DL to
address this problem. In recent years, there has been a significant
advancement in the area of AD using ML and DL techniques such
as GAN, Encoder-Decoder (ED) [26], and Autoencoder (AE).
These models have shown promising results in a variety of ap-
plications. They can potentially improve accuracy and efficiency
to detect anomalous patterns that may not have been explicitly
defined or labeled in the training data like UCSD Ped1 and Ped2
[27, 28]. More recent methods have employed DL techniques
such as CNN and RNN to automatically learn features from the
video data to overcome these limitations. The following methods
have shown promising results in detecting video anomalies and
have become popular in the field.

Autoencoder (AE) is a popular technique for AD by learning
to reconstruct a given input. The model is trained using standard
data; the instance is considered abnormal if the reconstructed out-
put does not match the standard data input. The LSTM-ED model

IS&T Infernational Symposium on Electronic Imaging 2023
Mobile Devices and Multimedia: Enabling Technologies, Algorithms, and Applicafions 2023



[29, 30, 31] is one type of AE designed explicitly for time series
data and uses reconstruction error to detect anomalies. However,
LSTMs must capture spatial features making them less effective
for video AD. To address this limitation, the Convolutional Au-
toencoder (CAE) was introduced; it is essential for video AD be-
cause it can capture 2D image structures due to the sharing of
weights between all locations of the input image. Another study
discussed the Convolutional LSTM (ConvLSTM), which com-
bines the strengths of LSTMs and CNN to simulate spatiotem-
poral [32] correlation by using convolution layers (CL) instead of
fully connected layers. By combining the temporal dynamics of
LSTMs with the spatial features captured by CNNs, ConvLSTMs
are better suited for video AD than traditional LSTMs.

Consequently, another study proposed a crossed u-net model
to improve AD’s accuracy and computational time in surveillance
videos. The model uses two u-net-based subnets and allows the
output of each third layer of the systolic channel to be combined
with the result of the corresponding layer of the second u-net. The
second subnet’s corresponding layer’s output is used as the next
layer’s input. In addition, the cascading sliding window method
is introduced to determine the difference between each patch in
the image, selecting patches based on which ones show the most
change to determine the anomaly score. Another author has dis-
cussed [33] that handles large amounts of data and learns com-
plex relationships between the input features and the output la-
bels. Large amounts of data needed to be annotated to train the
model. A GAN is a DL model also used for AD in such cases. It
consists of two neural networks: a generator and a discriminator.
The GAN seeks to generate data that is indistinguishable from ac-
tual data, unlike the u-net model. This can be used to identify
anomalies by flagging data that the GAN cannot generate. GAN
can also predict future images by training them on a dataset of
past images and then using the trained model to generate new
images that resemble those in the training set. This process is
often referred to as “image prediction.” Moreover, the intensity
gradient loss is calculated as the difference between the future
and predicted images after using a skip connection (GAN) to pre-
dict the future image. Also, the optical flow loss is calculated as
the difference between the actual frame and the predicted image
and between the ground truth frame and the expected frame. Ad-
versarial learning is used to determine the accuracy of predicting
the future image. DL techniques can improve AD’s accuracy and
efficiency. Still, more research is needed to develop robust and
scalable approaches for handling real-world data.

Research gap

This research uses YOLO-R and DeepSort for OD and OT,
respectively. YOLO-R allows for accurately detecting objects in
video frames, while DeepSort provides efficient and robust OT
over time. Combining these two techniques can help reduce false
positive and false negative rates in accident detection. Using a
GAN model for image generation is another crucial aspect of vi-
tal research. The GAN can generate synthetic images that closely
resemble the actual video frames. This can help to improve the
performance of accident detection by providing the model with
additional training data and increasing its robustness to different
types of accidents. Removing the background from video frames
is also essential to this research. By reducing the number of ob-
jects and variability in the images, this preprocessing step can
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help to improve the accuracy of accident detection by allowing
the model to focus on the most relevant information in the im-
ages.

Overall, the combination of these techniques in this research
aims to address the limitations of previous studies and improve
the performance of accident detection in surveillance videos.

METHODOLOGY
Accident detection using OT with GAN

AD is a complex area of research that has recently focused
on using DL methods to identify unusual events. However, the
success of these methods depends on factors such as the quality
of the data, the biases of the algorithms, and the limitations of cur-
rent technology. Furthermore, multiple objects and variations in
the background can make it difficult to track objects and make de-
cisions. To address these challenges, the proposed method com-
bines OT with a GAN to detect accidents in surveillance videos
by utilizing the correlation between appearances and movements.
The GAN model is used to generate fake images that look realis-
tic, while the OT algorithm is used to identify and track objects
in the video. This approach allows for more efficient and accu-
rate detection of anomalies in the footage, as it considers both the
visual appearance and movement of the objects.

The proposed model begins as shown in figure 1 by separat-
ing videos of vehicle accidents from the UCF-Crime and Shang-
hai Tech datasets, manually categorizing them as anomalous or
non-anomalous. Next, the backgrounds of all frames are removed
using a pre-trained u” - net model. In the following stage, the
GAN model is developed with various variants as shown in figure
2, such as without a skip connection, with a skip connection, and
with a skip and attention connection. Additionally, the YOLO-R
model is assigned to detect objects in the frames, and the Deep-
Sort algorithm is applied to track the objects. Finally, the error
metrics from the GAN and DeepSort algorithm are compared to
make a final decision. If the output is positive, an accident has
occurred; otherwise, no accident is detected.

Data preparation

The quality of the data is crucial for the validation of any DL
or ML models. To ensure the research data is reliable, video data
from cameras must be acquired under different weather and day-
light conditions. The videos collected should contain both non-
accident scenes and accident scenes. After reviewing previous
research papers, many different types of AD datasets have been
developed by other researchers.

However, not all these datasets are publicly available.
Among the publicly available datasets used for AD, the street
scene dataset contains vehicle accident videos and other anoma-
lies, Shanghai Tech contains crowd counting and other anomalies,
and the UCF-Crime dataset contains around twelve different types
of anomaly events, including accident videos, as shown in table
1.

Therefore, accident videos collected from these datasets are
used to create the anomalies and non - anomalies datasets for this
study, as shown in figure 3.

Background removal (BR)
Removing the background from the video involves convert-
ing the video into individual frames and then using a pre-trained
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Figure 2: Comparison of errors and decision-making in the identification of anomalies

u? model to process those frames. Then, a bitwise operation as in OT model
figure 6 is performed between the output of the u> network and
the input image to obtain the same number of channels as the in-
put image. This results in the background being removed from
the image. Once the background is removed, the remaining ob-
jects in the frame can be tracked using the YOLO-R model and a

YOLO is a popular OD algorithm that uses a CNN to predict
object bounding boxes and class probabilities directly from full
images in one pass. YOLO-R uses a single CNN to learn the
image’s representations of objects and backgrounds.

DeepSort algorithm. The final step is to compare the error met- DeepSort is an OT algorithm that combines the Kalman filter
ric received by each model variant to identify the anomaly. For and the Hungarian algorithm to track multiple objects in a video.
example, the error metrics of the different variants, such as the It uses a CNN-based feature extractor, such as YOLO-R, to ex-
adversarial error from the GAN model and Mahalanobis distance tract features from the input image. Later, it uses the Kalman
from the DeepSort algorithm, were determined. Finally, both er- filter to predict the object’s location. Regarding OT, YOLO-R
ror metrics are compared to get the final output. can be combined with DeepSort, a real-time OT algorithm that

uses a Kalman filter to track objects in a video. The Mahalanobis
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Table 1: Accident detection dataset with AD
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Figure 3: Distribution of the training and testing dataset classes

distance measures the distance between the predicted and actual
object positions and is a valuable metric for determining the ac-
curacy of the OT algorithm.

State-of-the-Art
GAN without skip connection

In a GAN architecture, as in figure 7, the generator network
creates realistic fake data, while the discriminator network tries
to distinguish between real and fake data. In a GAN architec-
ture without skip connections, the generator network does not use
shortcuts or connections between layers to allow information to
pass through. This architecture typically consists of several dense
layers, followed by an actuation function (AF) and dropout lay-
ers. The generator inputs a random noise vector of length 256 and
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produces a realistic image. Conversely, the discriminator takes
an image as input and outputs a single value indicating whether
the image is real or fake. The generator model consists of four
dense layers, with batch normalization and ReLU AF between
each layer. The first dense layer of the generator takes the random
noise vector as input to produce a tensor. The final layer uses a
tanh AF to produce the output image. At the same time, the dis-
criminator model also consists of four dense layers with ReLU
AF and dropout regularization between each layer.

The loss function for training the GAN is binary cross-
entropy, a common loss function for binary classification tasks.
The generator is trained to minimize the cross-entropy loss be-
tween the discriminator’s output on the generator’s output images
and a vector of ones. In contrast, the discriminator is trained to
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Figure 5: Anomalies sample images from various video footage after the manual inspection

minimize the cross-entropy loss between its output on real and
the generator’s output images. The dense layer is responsible for
a random noise vector of fixed length. Using a dense layer, the
random noise vector can be transformed into a tensor that can be
reshaped into a 2D or 3D tensor, which subsequent CLs can then
process. The AF, such as ReLU, introduces non-linearity to the
network and allows it to learn more complex functions. Dropout
layers prevent overfitting by randomly dropping out neurons dur-
ing training. The generator network takes in a random noise vec-
tor as input and passes it through the dense layer to generate a fake
image. The output of the generator network is then fed into the
discriminator network, which tries to classify the image as real or
fake.

Model Training

The model’s training process followed specific parameters
and techniques to ensure the robustness and accuracy of the

model. In addition, the GAN is trained using the Adam optimizer
with a learning rate of e™>. The exact RGB image was used as
both input and output, and the model was trained using 30% of
the available images for both steps per epoch and validation steps.
LR reduction techniques were used as callbacks to optimize the
model’s performance. The model was evaluated using test data
to avoid overfitting and to analyze the training and validation loss
behavior. The results were also manually examined, and if neces-
sary, the model was retrained with different parameters to achieve
satisfactory results.

GAN with skip connection

Usually, GAN base architecture may not be as effective as
skip connections. The reason is that skip connections allow in-
formation to pass through from one layer to another, which can
help to reduce the risk of vanishing gradients. Adding skip con-
nections to the generator allows the generator to reuse features
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learned from previous layers and improve the quality of the gen-
erated images. On the other hand, adding skip connections to the
discriminator can help it to learn more efficiently, as it can use
information from previous layers to better discriminate between
real and fake images.

GAN model with skip connections, additional connections
are added between layers to enable the gradient to propagate
quickly between the input and output layers. More specifically,
a GAN model with skip connections has an architecture where
the generator has skip connections that directly connect the input
of each layer to the output of the last layer, creating a shortcut
path for the gradient to propagate. These connections allow the
model to more easily learn the underlying distribution of the data,
which can lead to better performance and faster training times.

GAN with skip connection and attention connec-
tion

In the GAN with skip and attention connections, atten-
tion was added to both the generator and discriminator models.
Specifically, a self-attention layer was added to the generator
model before each skip connection. This layer allows the model
to pay attention to different parts of the input and helps improve
the quality of the generated images. After each CL in the discrim-
inator model, a similar self-attention layer was added. This layer
helps the discriminator focus on essential parts of the image and
improves its ability to distinguish between real and fake images.

The architecture starts with a dense layer, and The next layer
is a batch normalization layer that normalizes the activation of the
previous layer. It can help stabilize training by reducing the inter-
nal covariate shift. The next layer applies a leaky ReLU AF. The
leaky ReLU is a ReLU function variant that allows small negative
values to pass through the AF. It can help avoid the ”dying ReLU”
problem, where a significant fraction of the neurons become in-
active during training. After the AF, the reshape layer is used to
reshape the dense output. Next, the attention layer is used to ap-
ply an attention mechanism to the feature map. As it can help the
generator focus on the image’s essential regions and improve the
generated images’ overall quality. The subsequent three layers are
convolutional transpose layers that upsample the feature map by
a factor of 2. After each convolutional transpose layer, a batch
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normalization layer and a leaky ReLU activation function are ap-
plied. Additionally, an attention layer is used after each convo-
lutional transpose layer to improve further the generated images’
quality.

With attention and skip connections, this model architecture
can generate high-quality images with sharp details and improved
global coherence compared to a standard GAN model.

RESULTS
Background removal (BR)

After separating the images into anomalous and non-
anomalous categories, a sample non-anomalous image is used to
train a model. The u? model is then applied to this image to re-
move the background, resulting in a single-channel mask image.
However, this black-and-white image can make detecting objects
and generating the image complex. To solve this, a bitwise oper-
ation is performed on the original image and the mask image to
obtain an RGB image without the background.

The next step is to train a GAN model using different vari-
ations. A GAN model without skip connections is one variation
that uses dense layers and architecture for image generation and
the discriminator. Another variation is a GAN model with skip
connections, which uses a dense layer and architecture with added
connections to transfer information between the generator dense
layer block in figure 8. A third variation is a GAN model with
skip and attention connections, which uses CL and architecture
with added connections and attention mechanisms to focus on es-
sential features during the transfer. These variations are trained
and compared to determine the best model for AD.

Object detection (OD) and tracking (OT)

Figure 9 shows to evaluate the performance of the OT; the
Mabhalanobis distance error metric is used. This error metric is
calculated based on the difference between the predicted position
of an object and its actual position. The Mahalanobis distance
error metric can be combined with the adversarial errors from the
GAN model to decide whether an image contains an anomaly,
represented in figure 10.

GAN without skip connection

The generator in the GAN without a skip connection com-
prises a series of the dense layer that takes in a random noise
vector as input and generates an output image.

The discriminator in the GAN without a skip connection
comprises a series of CL that takes in an image as input and out-
puts a scalar value representing the probability that the input im-
age is real. While training the model, a few hyperparameters,
such as learning rate, feature maps, and optimizer, are essential
to define. As the generator and discriminator are optimized using
an optimizer like Adam. The number of training iterations and
the batch size can also be adjusted to change the model’s perfor-
mance.

Model Training

The GAN model without a skip connection was trained us-
ing a set of key hyperparameters, including the feature maps,
optimizer, and learning rate. The feature maps were set to
256,512,754,512 for the generator. The Adam optimizer was

used, and the initial learning rate was set to e,
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Adversarial error analysis

The GAN model without skip connections was used to gen-
erate new non-abnormal images, and the adversarial error value
of each frame was plotted as a normal distribution to determine
the threshold value. When analyzing a new video, the frames
were generated using the model, and if the error value exceeded
the threshold, the frame was considered an accident frame. This
method was used to identify the video’s accident frames between
frames 77 and 107, as shown in figure 13. However, it’s worth not-
ing that the model may also falsely predict some accident frames
as non-accident scenarios and vice versa.

GAN with skip connection

A new version known as the GAN with skip connection
was introduced to enhance the performance of the previous GAN
model. This new model addresses the limitations of the prior
model by incorporating a skip connection, which helps capture
the temporal characteristics while generating frames. The opti-
mal feature map size was also studied to build the best model. The
results showed that the model performed better when the feature
map size started at 128 and ended at eight than when it started at
256 and ended at 8. However, it was observed that the accuracy of
the model using a 256-feature map was not consistent compared
to using a 128-feature map.

GAN with attention connection

The GAN with the skip connection and attention model has
improved the accuracy of the prior models with a more robust per-
formance. The attention connection helps to focus on the domi-
nant temporal features between the generator and discriminator
parts of the GAN, passing these features through the skip con-
nection. This, combined with the output of the OT, results in a
complete understanding of the situation and reduces missing be-
havior. The error analysis of this model still incorrectly predicts
a few non-incident frames as accidents, but the results are better
than the previous models. The confusion matrix after combining
the distance shows that this model has higher overall accuracy and
improved F1 score.

Finally, the comparison between the various variants of the
GAN model was conducted to determine which model performed
best in accuracy and F1 score. The results showed that the GAN
combined with the skip connection plus attention plus OT algo-
rithms and the GAN combined with the skip connection plus at-
tention connection plus OT algorithms had similar results. How-
ever, the GAN with the skip connection plus attention plus OT
algorithms obtained higher F1 scores and accuracy values.

Despite this improvement, the model still predicted some in-
cident frames as non-incident. This is likely due to the difficulty in
defining an incident’s start and end frames, which makes it chal-
lenging for the model to classify all incident frames accurately.
Adding the attention connection improved the performance of the
GAN model, reducing overfitting and increasing accuracy and F1
scores. However, it’s possible that further improvements could be
made to the model by exploring other techniques, such as fine-
tuning the model’s parameters or using a different architecture.

Conclusion and Outlook

This study presents a novel method for AD that combines
the correlation of patterns and movements in surveillance videos.
This approach helps identify events such as accidents, abuse, and
abductions. The proposed method aims to improve security and
public order by utilizing surveillance videos in law enforcement,
traffic, and environmental monitoring. The proposed method in-
volves three main steps: BR, OT, OD, and image generation. The
BR step eliminates variations and unwanted objects in the image
to improve accuracy. OD and OT are used to identify the accident
and track the objects involved, such as a vehicle with a human
or a vehicle with a motorbike. Image generation is done using a
GAN, with different variants, such as skip connections and atten-
tion connections, to enhance the temporal features of the image
and prevent problems such as disappearing or exploding gradi-
ents.

The study also introduces the concept of patch loss and
anomalous adversarial loss, which are effective for identifying de-
fects and integrating them with other losses from previous work
to perform joint learning. The weighting of each loss is inves-
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tigated using a grid search to determine their contribution to the
algorithm’s overall performance. The use of DeepSort for OT and
GAN for image generation allows the study to evaluate the effec-
tiveness of BR methods for image generation and OT, the ability
to identify accident scenes with vehicle classes, and the impact of
different features on image generation. The study also uses the
Mabhalanobis error distance metric from DeepSort and the adver-
sarial error from GAN to detect anomalies.

In conclusion, the study provides a systematic approach for
developing an automatic crash detection algorithm that can detect
vehicle classes involved in crashes and suggests future improve-
ments such as incorporating adversarial features into the GAN
model, replacing DeepSort with recurrent techniques, and train-
ing the model under different weather and daylight conditions to
enhance the performance. This approach can help improve public
order and security by detecting anomalous events in surveillance
videos.
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