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Abstract

Light field (LF) displays are a promising 3D display technol-
ogy to mitigate the vergence-accommodation mismatch. In this
study, we empirically evaluated the optical resolution of a near-
eye LF display test bed by capturing rendered test images and
compared it to simulation results based on a previously devel-
oped computational model. The LF display prototype employs a
time-multiplexing technique and achieves a high angular resolu-
tion of 6x6 viewpoints in the eyebox of a 2.8-mm square. The
test image was rendered at various depths ranging 0-3 diopters,
and the displayed images were captured by a camera for analysis
of the optical resolution the display achieved at varying focus-
ing depths. Both the simulation and measurement results indi-
cated that the display correctly provides the focusing effects to
the camera, although errors up to 0.5 diopters were found in the
measurement. The measured responses were much more limited
than the simulated responses, and on- and off-axis aberrations did
not fully explain that difference, suggesting large effects of poten-
tial errors in the optical alignment and the LF image processing
pipeline. An additional simulation on a hypothetical model in-
dicated that larger viewpoint subapertures may be important for
providing better optical resolution with LF displays.

Introduction

Conventional displays including stereoscopic displays can-
not reproduce the focus information of a 3D scene, which means
the image an observer’s eye receives gets sharpest when and only
when the display surface is focused (accommodated) at. Such
lack of the correct focus information gives rise to the well-known
vergence-accommodation mismatch, which causes visual discom-
fort in viewers and disturbs performances in some perceptual
tasks [1, 2].

Light field (LF) displays are promising solution to the
vergence-accommodation mismatch by reproducing the natural
focusing effects in a displayed 3D scene. Light field is a con-
cept of representing light from a scene as rays, each of which are
specified by its position and direction. LF displays are meant to
reproduce a light field by controlling the intensity and color of
the light depending not only on its emanating position but also
on the emanating angle. Importantly, an LF display may provide
the natural focusing effects to a viewer if it achieves a high an-
gular resolution so that two or more beams, which conceptually
correspond to rays, are projected into the viewer’s pupil.

Fig. 1 illustrates the mechanism of providing the natural fo-
cusing effects with an LF display. When the eye accommodates
at the display (upper diagram), each beam generates an optically
focused image on the retina. However, the individual point im-
ages are placed with lateral shifts because of the beams’ entering
angles into the pupil. The final retinal image of the point is a
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Figure 1. Basic mechanism of reproducing focus information by LF display.
In both the upper and lower diagrams, the LF display is rendering a point at
a depth closer than the display surface with four rays (only two are shown).
In the upper diagram, the eye is focusing (accommodates) at the display
surface. In the lower diagram, the eye is focusing at the rendered depth.
PSF refers to the point spread function of the rendered point, and Retinal
image indicates examples of a letter’s optical image on the retina.

superposition of the individual point images, which appears like
the PSF (point spread function) shown to the right of the diagram.
On the other hand, if the eye accommodates at the rendered depth
(lower diagram), the individual point images are optically defo-
cused, but they are perfectly overlapped on the retina, which re-
sults in a compact point image after the superposition. The latter
is expected to be recognized “more focused” or “having better
image quality” than the former. Because this mechanism involves
optical defocusing and the superposition of individual images, the
observed resolution that LF displays achieve is limited not only by
pixel resolution but also by optical restriction.

To design practical LF displays, various parameters have to
be determined so that the display satisfies viewers’ demand on the
reproduced focusing effects and the observed resolution. The re-
produced focusing effects have been examined in numerous stud-
ies [3, 4, 5, 6, 7], but there has been much less effort on studying
the quality of observed images. This study was aimed at evaluat-
ing the observed optical resolution of an LF display quantitatively
and systematically. For that purpose, we measured the spatial fre-
quency responses (SFRs) in an actual LF display test bed for vary-
ing image depths and focusing depths, and the measured SFRs
were compared to simulated SFRs based on a model of the dis-
play. The comparison indicated technical and practical limitation
in the actual LF display and its possible causes, and a key factor
for improving the observed optical resolution was suggested.
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Figure 2.  An optically equivalent model of the LF display test bed. Light
beam(s) for a single viewpoint and a single pixel is shown. Black and gray
lines indicate marginal light from the light source responsible for the view-
point. Red lines indicate the light for imaging the pixel on the retina.

LF display test bed

We measured and simulated SFRs on an actual LF display
test bed (made by CREAL SA, Switzerland) and its optical model.
Fig. 2 shows a simplified but optically equivalent model of the dis-
play, which includes the display’s optical structure and a viewer’s
eye. The spatial light modulator (SLM), which works as physi-
cal pixels, is backlit by LEDs, each of which corresponds to one
of the viewpoints. For each viewpoint, the image of the view-
point’s corresponding LED (light source) in the eye lens plane
works as an aperture that images the pixels on the retina. We call
this aperture as a viewpoint subaperture or simply a subaperture.
The physical pixels are imaged at approximately 1 m away from
the eye (“Reference plane” in the figure).

The display generates 32 viewpoints in an eyebox of a 2.8-
mm square. The viewpoints are on a 6x6 grid except its four
corners. Each viewpoint subaperture is a circle of 0.3-mm di-
ameter. The LF frame rate of the display, i.e., the number of LF
frames rendered in every second, is 30 Hz. In this display, LF ren-
dering is based on time multiplexing; the 32 images for the view-
points are displayed on the physical pixel turn by turn during each
LF frame, and the light sources corresponding to the viewpoints
are synchronously turned on and off to backlight the pixels. This
time-multiplex technique enables the display to avoid the trade-
off between the angular resolution and the observed pixel resolu-
tion [8]. Thus, the observed pixel resolution is equal to the phys-
ical pixel resolution, which is 912x 1140 (horizontal x vertical).
The field of view that the pixels subtend is 46°x29° (horizontal
X vertical).

LF display modeling and image simulation

In this study, the LF display test bed was modeled and the
observed images on a camera sensor were simulated based on the
wave-optics-based framework that we have recently proposed [7].
Fig. 3 shows the model and the process of simulating and evalu-
ating observed images on the retina of rendered 3D points. Since
we compared the simulated images to measured images that were
captured with a camera, we modified the model so that the eye
lens and retina represented the camera’s lens and sensor. Specifi-
cally, we adjusted the lens-to-retina distance to that of the camera
we used in the measurement, and the lens was assumed to be aber-
ration free based on the assumption that only near on-axis light is
responsible for imaging the rendered LF on the sensor and thus
the aberrations of the camera lens were negligible in this case.

In the model, an LF display is represented by a conceptual
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plane, which is defined as the optical reference plane, from which
directed light beams emanate. The width of beams is primarily de-
termined by the angular resolution of the display, and each beam
forms an elemental point image on the retina. The effective aper-
ture for the beam in the plane of the eye lens is generally defined
as the viewpoint subaperture. The retinal image of the rendered
point (Retinal PSF in Fig. 3) is a superposition of the elemental
point images, which vary with the focusing depth of the eye lens
for a given depth of the rendered point. The retinal PSF was an-
alyzed in its frequency domain (OTF: optical transfer function),
specifically in the one-dimensional horizontal slice of its modulus
(MTF: modulation transfer function), which is called also as an
SFR in the context of measurement of imaging systems.

This model only includes two critical parameters of the LF
display. One is the optical distance to the reference plane from
the eye lens, which was set to 0.99 m, and the other is the size
and positions of the viewpoint subapertures, which were set as
described as in the previous section.

Measurement of SFRs

The measurement of SFR was based on the edge SFR
method specified in ISO12233 [9, 10]. We prepared the viewpoint
images for LF frames which contain full-contrast edges slanted by
5¢ at the depths of 0.1, 1.0, 2.0, and 3.0 diopters with Blender. The
viewpoint images of the LF frames were confirmed that they had
correct pixel disparities between viewpoints. When showing each
LF frame on the display, the display driver accepts these image
files, processes them, and send the frame to the display.

A camera (Grasshopper3 USB3 GS3-U3-51S5C-C, Tele-
dyne FLIR LLC) equipped with a focus-tunable lens (ELM-25-
2.8-18-C, Optotune AG) was used to capture the displayed LF
frames. For computation of spatial frequency in cycles per degree
(cpd), we captured a real visual target (TE100 test chart) with the
camera, and the parameter of pixels per degree was calculated
from the camera-to-target distance, the target’s size, and the num-
ber of the pixels that the target filled in a captured image. The
measurement SFRs in cpd were obtained by multiplying SFRs in
cycles per pixel that the edge SFR method provides by the pixels-
per-degree value.

Results

We obtained SFRs of the LF display from the measurement
and the simulation. The SFRs were measured and simulated for
the image depths of 0.1, 1.0, 2.0, and 3.0 diopters with varying
focusing depths of the camera, the range of which covered the
image depth and the optical reference plane depth.

Fig. 4 shows the obtained SFRs. In both the measured and
simulated responses and for all rendered image depths, the best re-
sponses were observed when the camera was focusing at around
the image depths (the red arrows in the figure) rather than the
depth of the display’s optical reference plane (the green arrows).
For better visibility of focusing effects in the SFRs, cut-off fre-
quencies for the gain of 0.1 are plotted in Fig. 5. The peak of
each curve of the cut-off frequencies indicates the focusing depth
at which the best response was obtained. In the curves from the
simulation, the peaks are always exactly at the corresponding im-
age depths, which means the best responses were predicted to be
obtained when the camera would be focusing exactly at the image
depths. In the measured responses, the peak in each curve appears
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Figure 3. The model of an LF display and the process of simulation and evaluation of rendered retinal images. An LF display that renders a point with four

beams is modeled, but only two beams are shown in the diagram for simplicity.

to be around the image depth, although they tend to be closer to
the viewer by up to about 0.5 diopters especially for the images
rendered at 0.1 and 1.0 diopter.

The simulation results mean that the display was predicted to
provide “perfect” focusing effects to the camera in the simulation,
i.e., the best SFR would be obtained when the camera is focus-
ing exactly at the rendered image depth. On the other hand, the
measured SFRs showed that the display reproduces the focusing
effects on SFRs about the rendered images so that the best SFRs
were observed when the camera was focusing at around the image
depths, although there were the errors between the best focusing
depths and the image depths.

The measured responses were almost always worse than the
simulated responses for all rendered image depths as it is clearly
visible in the differences between the 3D surfaces and the col-
ored curves in Fig. 4 and between the solid and dashed curves
in Fig. 5. The peaks of the cut-off frequencies in the measured
responses were often less than half of these in the simulated re-
sponses. This means that the optical performance of the actual
display was found much more limited than predicted from the
simulation.

Discussion
Simulated and measured responses

The measurement indicated that the optical performance of
the display is significantly lower than the simulated performance.
The simulation model only included the optical distance to the
reference plane as well as the profile of viewpoint subapertures,
and there are several possible factors that explain the difference
between the measurement and simulation results. One is optical
aberrations in the display’s optics, which were neglected in the
simulation.

To test whether the optical aberrations are the main reason of
the limited optical performance, we simulated SFRs for individual
viewpoints on the display’s full model in Zemax, which consisted
of the models of the actual lenses in the display and thus repre-
sents the optical aberrations in them. The results are shown in
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Fig. 6. Two representative SFRs for a single viewpoint were sim-
ulated on the aberrated full model and plotted with the solid and
dashed red lines. The curve labeled “Aberrated: center (Zemax)”
represents the response for the rays propagating through a view-
point in the center of the pupil, which reflects almost only on-axis
aberrations. The other curve labeled “Aberrated: edge (Zemax)”
represents the response for rays responsible for a viewpoint at the
edge of the 6x6 grid, which may suffer more from aberrations
because of off-axis propagation through the lenses. For reference,
SFRs on an ideal (non-aberrated) model were simulated by the
method referred previously in this paper (Ideal (wavefront)) and
in Zemax (Ideal: center (Zemax)).

The simulation results showed very small differences in the
responses between the on-axis and the off-axis aberrated mod-
els and also between the ideal model and the aberrated model.
This means that including the on- and off-axis optical aberrations
scarcely affected the simulated SFRs; therefore, the optical aber-
rations in the display do not fully explain the difference observed
in the measured and simulated SFRs. However, the effects of
including the optical aberrations were evaluated only for single
viewpoints. Because the SFR does not preserve all information
of a point spread function (point image), the effects of the optical
aberrations on the single-viewpoint SFRs cannot strictly be ex-
trapolated to final retinal images, which are superposition of the
point images.

Other factors may explain the difference between the mea-
sured and the simulated responses. One is potential errors in the
optical alignment in the display’s optics, which we cannot directly
and quantitatively measure. Artifacts in the image processing en-
gine may also have affected the measured optical performance.
For example, imperfection in antialiasing or synchronization fail-
ure in time multiplexing should damage the final image quality,
although we again cannot quantify them.

Limitation in optical performance

We simulated and measured SFRs in the LF display, and
the measured responses were almost always much more limited
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Figure 4. Measured and simulated spatial frequency responses (SFRs) about images rendered at 0.1, 1.0, 2.0, and 3.0 diopters. 3D surfaces and colored
curves indicate the measured and simulated SFRs, respectively. The SFRs, which are functions of spatial frequency, are visually stacked over the camera’s
focusing depth, and the image depth and the display’s optical reference plane depth are respectively shown by red and green arrows.
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Figure 5. Cut-off frequencies for the gain of 0.1 in the SFRs as functions of
camera’s focusing depth. Blue, red, yellow, and purple curves are the cut-off
frequencies for the image depths of 0.1, 1.0, 2.0, and 3.0 diopters, respec-
tively; the image depths are also shown as vertical lines with corresponding
colors. Solid and dashed curves correspondingly indicate the measured and
the simulated results.
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Figure 6. Simulated SFRs for a single viewpoint of the display. The curves
colored with dark and light blue represent the SFRs in the ideal models cal-
culated in Zemax and in the proposed method, respectively. The red solid
and dashed lines show the SFRs in the display’s full model, which includes
optical aberrations in the lenses. The solid and dashed curve respectively
indicate the SFR for a viewpoint at the center of the pupil and that for a view-

point at the edge of the eyebox, which is assumed to suffer more from off-axis
aberrations.
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than the simulated responses. Even at the best focused states in
the simulation, the responses indicated quite limited optical per-
formance of the display. For example, even the best-focused re-
sponse in the simulated SFRs (see Fig. 4) reaches zero around the
spatial frequency of 10 cpd, which means that displayed visual
features finer than 10 cpd would not be delivered to the viewers.

In general, the optical resolution that an optical system
achieves is directly linked to compactness of point images in it.
A point image’s compactness is primarily determined from the
system’s aperture size when the other factors (focal length, wave-
length, and optical aberrations) are fixed. Therefore, the elemental
point images (see Fig. 3) are greatly affected from the size of the
subapertures. We tested if the limited optical resolution simulated
(and observed) for the display is mainly because of the display’s
small subapertures.

Fig. 7 shows the simulated SFRs in the original display
model and in the hypothetical display model with expanded sub-
apertures, in which the subapertures were enlarged so that they
touched each other in the eye lens plane. The SFRs simulated
for the expanded subapertures are clearly better than the original
SFRs at the best-focused states, yet the defocused SFRs (for ex-
ample, responses to the image at 0.1 diopters when the camera’s
focusing depth was 2.0 diopters) are equally limited for the origi-
nal display model and the expanded subaperture model.

The effects of expanding the subaperture size is more vis-
ible in cut-off frequency. Fig. 8 shows the cut-off frequencies
in the same manner as in Fig. 5, but only these of the simulated
SFRs on the original display model and the expanded subaperture
model are plotted. The cut-off frequencies both for the original
and the expanded subaperture model indicate their peaks at each
corresponding for all rendered image depths, which means that
expanding the subaperture size did not affect the focusing effects
that the display was predicted to provide. The peaks of the cut-off
frequencies for the expanded subaperture model were approxi-
mately twice more than these for the original display model. This
indicates that the optical resolution in the display and the camera
at the best-focused states was predicted to improve significantly
as expanding the subaperture size.

A simulation study on a general LF display model suggested
that few viewpoints, 2x2 viewpoints in a 3-mm pupil for exam-
ple, may be enough just to provide the focusing effects on human
viewers’ eyes [7]. Considering that, larger subapertures may be
more important than having more viewpoints in designing practi-
cal LF displays to ensure satisfactory optical resolution provided
by the displays.

Conclusion

In the current study, we measured spatial frequency re-
sponses in an actual LF display test bed and compared them to
simulated responses in an optical model of the display. The sim-
ulation predicted that the display would provide perfect focusing
effects to the camera, and the measured responses also indicated
that the display did provide the focusing effects, although errors
up to 0.5 diopters were observed.

The simulated SFRs at the best-focused states indicated a
severely limited optical resolution that the display would provide,
and the measured responses were even more limited than them.
On- and off-axis aberrations did not fully explain the difference
between the simulated and measured responses, thus the degra-
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Figure 7. Simulated SFRs for the LF display model (blue curves) and for
a hypothetical display model with expanded subapertures (red curves). As
examples, the responses for images rendered at 0.1 and 3.0 diopters are
plotted in the same manner as in Fig. 4.
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Figure 8. Cut-off frequencies for the gain of 0.1 in the SFRs simulated in

the original display model (dashed lines) and the hypothetical display model

with expanded subapertures (dotted lines).

dation might be due to other reasons such as misalignment in the
optics and errors in the LF image processing pipeline, yet we are
not able to quantify these possible factors.

An additional simulation on a hypothetical display model
with expanded subapertures suggested that the primary factor of
the limited optical resolution may be strong diffraction caused by
small subapertures. Therefore, large subapertures may be impor-
tant in designing practical LF displays to ensure satisfactory op-
tical resolution, and perhaps it should be more prioritized than
having more viewpoints.

Further empirical studies are needed to extend the current
findings. Human viewers’ accommodation responses to LF im-
ages should be measured to test whether “few viewpoints” are
enough for mitigating the vergence-accommodation mismatch,
and the observed optical resolution should also be empirically
evaluated under effects of human eyes’ aberrations and the char-
acteristics of visual functions, such as the contrast sensitivity.
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