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Abstract
Recently, several works have proposed fusing radar data as

an additional perceptual signal into monocular depth estimation
models because radar data is robust against varying light and
weather conditions. Although improved performances were re-
ported in prior works, it is still hard to tell how much depth infor-
mation radar can contribute to a depth estimation model. In this
paper, we propose radar inference and supervision experiments
to investigate the intrinsic depth potential of radar data using
state-of-the-art depth estimation models on the nuScenes dataset.
In the inference experiment, the model predicts depth by taking
only radar as input to demonstrate the inference capability using
radar data. In the supervision experiment, a monocular depth
estimation model is trained under radar supervision to show the
intrinsic depth information that radar can contribute. Our exper-
iments demonstrate that the model using only sparse radar as in-
put can detect the shape of surroundings to a certain extent in the
predicted depth. Furthermore, the monocular depth estimation
model supervised by preprocessed radar achieves a good perfor-
mance compared to the baseline model trained with sparse lidar
supervision.

Introduction
Depth estimation plays an essential role as a fundamental

piece of information for applications like 3D object detection and
3D reconstruction. Thanks to the development of deep neural net-
works in recent years, researchers have proposed many monocu-
lar and stereo depth estimation algorithms [1, 2, 3, 4, 5, 6] with
significant improvement. However, for such camera-based meth-
ods, monocular depth estimation is ill-defined in the sense that
many scenes could project to the same 2D image. Stereo depth
estimation is sensitive to environmental lighting and texture con-
ditions. Consequently, many works [7, 8, 9] have been proposed
to leverage additional depth information from lidar data as guid-
ance to compensate for the ill-defined depth perception of camera
features. This results in a more robust and accurate performance.

Since the projected depth from lidar sensors is very accu-
rate and high-end lidar could result in a relatively high resolution
projected depth, lidar has been the most commonly used depth
sensor for guiding camera-based depth estimation models. Al-
though lidar contributes a lot of highly accurate depth informa-
tion about the surroundings, it is also notorious for its high cost
and sensitivity to weather conditions. On the contrary, radar is
known for its robustness and reliability against extreme weather,
and it is much cheaper than lidar sensors. Accordingly, several re-
searchers are now fusing radar sensor data as further guidance into
camera-based depth estimation models [10, 11, 12, 13, 14] after

the release of the large autonomous driving dataset nuScenes [15]
which includes monocular camera image, radar, and lidar data.

Existing multi-modal depth estimation methods that inte-
grate sparse radar with camera images are based on the same
structure of models that make use of camera images and sparse
lidar. However, these lidar-fusion models are dedicated to extract-
ing features from lidar data, and inferred depth from lidar features
and radar features are quite different. These proposed radar-fusion
works showed that the results improved after modifying parts of
the original architectures and fusing radar features as additional
guidance. However, unlike other data sources such as camera im-
ages or lidar data that carry rich accurate depth information, radar
data is not only sparse but also noisy and view-limited. Still, it
is hard to tell to what extent the radar can contribute to a depth
estimation model.

In this work, our goal is not to propose novel model architec-
tures or radar preprocessing methods. Instead, we investigate how
much depth information radar data can infer and contribute to a
depth estimation model based on state-of-the-art models and radar
preprocessing methods. We conduct two sets of experiments:
firstly, to predict depth by using only radar as an input feature
to demonstrate the inference potential using radar data. Secondly,
to train a monocular depth estimation model with radar supervi-
sion instead of lidar supervision, showing the intrinsic depth in-
formation that radar contributes to models taking monocular im-
age input. Through the experiments, we show that (1) the shape
of surroundings is captured in the output prediction by a depth
estimation model with only radar input, and (2) that a monocular
depth estimation model trained with radar supervision can esti-
mate the depth map to a good extent. The results not only agree
with the positive results reported by prior works but show the po-
tential of radar data as a guidance signal in depth estimation tasks
and ease the demand for lidar data. To the best of our knowledge,
there is no previous work investigating radar on these two aspects.

Related Work
Many monocular depth estimation models have been pro-

posed these years by exploiting the power of neural networks [3]
with different architectures [6, 16] and loss functions [5]. Some
works even involve additional semantic learning [17], or self-
supervision learning [18, 19] that leverages frames from the time
domain. In this section, we focus on the related depth estimation
works that are based on multi-modality.

Depth Estimation using Camera and Lidar
Many works have proposed using lidar as the additional

guidance signal since integrating lidar into a monocular depth es-
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Figure 1. Sample images from nuScenes. (a) An image with 1 sweep of sparse lidar projection; (b) 5 sweeps of raw sparse radar projection; (c) 5 sweeps of

height-extended radar projection; (d) MER channel with RC-PDA ≥ 0.5. All the point sizes are dilated for better visualization.

timation model can significantly improve the overall performance.
Ma et al. [9] first proposed an early-fusion approach to concate-
nate sparse lidar data and monocular camera images to form the
input features. In addition, a CNN encoder-decoder architecture
was used to estimate a dense prediction based on the concate-
nated input. In contrast, Jaritz et al. [20] used late fusion for lidar
and camera image feature integration and multi-task learning to
improve the performance of depth estimation. Next to the fea-
ture map fusion strategy, Vangansbeke et al. [8] used two separate
branches to output prediction based on camera image and lidar
input, and the two estimated depth features are merged into a final
estimation via confidence maps integration. Li et al. [7] inves-
tigated supervision from multi-scale ground-truth with a cascade
hourglass network to leverage the structure from low to high res-
olution.

Depth Estimation using Camera and Radar
Meanwhile, researchers have also engaged in fusing sparse

radar data into depth estimation models for radar’s robustness and
reliability in different conditions. Lin et al. [10] firstly conducted
comprehensive experiments based on different fusion approaches
and proposed a two-stage prediction method to tackle the noise in
radar data. In our earlier work [11], we proposed a radar prepro-
cessing method by projecting a given radar point to a pre-defined
real-world height and mapping onto camera coordinates to tackle
the limited vertical field of view and sparsity characteristics of
radar data. Furthermore, a deep ordinal regression model, DORN,
is used as the backbone model to estimate the dense depth pre-
diction. Lee et al. [13] proposed multi-task learning and built
upon the architecture from [10] with additional detection heads
for semantic segmentation and 2D object detection to improve the

performance of depth estimation. Long et al. [12] developed a
two-stage algorithm that resolves some of the uncertainty of pro-
jected radar to densify projected radar depth at the first stage. A
standard depth estimation approach is then used to estimate dense
depth based on fused radar and image data.

All the existing depth estimation models using camera and
radar data have reported promising results indicating that inte-
grating radar can improve the accuracy of a camera-based depth
estimation model. Our goal in this paper is not to introduce a new
method for integrating radar and monocular depth estimation but
rather to explore the bounds of how much depth information radar
data can contribute.

Method
In this section, we first introduce the different radar formats

we use in our experiments. Then, the model architectures used for
both experiments are described in detail in the following subsec-
tion.

Radar Data
Raw Radar. Although radar is a low-cost and robust sen-

sor, a few characteristics bring disadvantages to radar as a depth
guidance signal. As described in detail in [10, 11, 12], the main
disadvantages are sparseness, noisy measurements, and limited
vertical field of view. For tackling sparseness and noise issues,
Lin et al. [10] accumulated raw radar points from multiple frames
and used prediction from the first stage to do filtering on the raw
noisy sparse radar. In this work, we directly used multiple-frame
raw radar as our raw radar features since we have no first-stage
estimation from camera images for filtering.

Height-extended Radar. Besides raw radar data, we proposed
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Figure 2. Illustration of the proposed (a) radar inference experiment; (b) radar supervision experiment.

in our earlier work [11] the height-extended radar, extending the
radar data from a point to a fixed height range of 0.25m to 2m in
the world coordinates. By extending the height of radar points,
the sparseness and limited view issues are mitigated, which helps
gain depth estimation performance. Therefore, we used height-
extended radar data as one of the radar data in our experiments.

Multi-channel Enhanced Radar (MER). In addition to raw and
height-extended radar data, Long et al. [12] proposed a radar-
camera pixel depth association (RC-PDA) method to generate
MER at the first stage of their methods. The assumption is that
radar can measure precise depth but the projected point on a cam-
era view is shifted on height and width coordinates. Instead of
finding the correct projected position, Long eased the problem by
determining which positions in the neighboring region of the radar
point have the same depth. A U-Net structure was used to train
to estimate the similarity probability and confidence within each
neighboring region of corrected radar depth under the supervision
of ground truth lidar. The output predicted depth was formed into
MER, and MER has six channels which refer to different confi-
dence, or radar-camera pixel depth association (RC-PDA), as 0.5,
0.6, 0.7, 0.8, 0.9, and 0.95, respectively. In our experiments, we
use the MER channel with RC-PDA ≥ 0.5.

A visualization of a sample image of nuScenes with pro-
jected raw sparse lidar, raw radar, height-extended radar, and
MER channel with RC-PDA ≥ 0.5 is shown in Fig. 1.

Architectures
To investigate how much depth information radar can con-

tribute, we conduct two types of experiments: a radar inference
experiment and a radar supervision experiment. The input, out-
put, and supervision signals in both experiments are illustrated in
Fig. 2.

Depth Estimation with only Radar Input
One way to demonstrate the intrinsic depth capacity of sparse

radar is to train a model that takes radar as the only input and is su-
pervised by sparse lidar, as shown in Fig. 2 (a). Thus, we make use
of the depth branch from two state-of-the-art works. The depth
branch module, termed DORNradar, in [11] is a simplified modi-
fication from DORN [5]. ResNet-26 [21] was used as the sparse
radar feature extractor, and two 1× 1 convolutional layers were
concatenated after the ResNet module. After the feature map ex-
traction, a few deconvolutional layers were used for upsampling
the feature map to the desired shape. The depth branch mod-
ule, termed S2Dradar, in [10] used a similar architecture as the

model proposed in S2D [9], and the input channel of the model
was changed from 4 to 1 to fit the shape of input sparse radar
depth. For the decoder part, bilinear upsampling operations were
used in the upsampling layer. We use both models in this radar
inference experiment to compare the effectiveness of model ar-
chitectures.

Monocular Depth Estimation with Radar Supervision
In the second experiment, to show the intrinsic capacity of

sparse radar to contribute depth information, we treat radar as a
supervision feature to train a monocular depth estimation model
as shown in Fig. 2 (b). In this radar supervision experiment, we
use the RGB branch in [10] termed S2DRGB. ResNet-18 was used
as the RGB dense feature extractor. The whole structure is an
encoder-decoder model that uses convolutional layers to encode
the input RGB feature into a latent representation and bilinear up-
sampling layers to decode the representation into an output pre-
diction.

The RGB branch in DORNradar has the same structure as
the original DORN. The input monocular camera image first goes
through a pre-trained ResNet-101 to have its feature map ex-
tracted. A scene understanding module consisting of ASPP [22]
layers and image encoder layers is applied to further exploit the
information within the feature map. Finally, some deconvolu-
tional layers are used as upsampling layers to output the final pre-
diction.

Loss Functions
Since the loss functions used in the two works are different,

we introduce both losses in this section. In the S2D model, the
LL1 loss is used as the training criteria:

LL1 =
1

WH

W−1

∑
w=0

H−1

∑
h=0

|ypred(w,h)− ytarget(w,h)| (1)

where (w,h) is the pixel location while ypred and ytarget are the
output prediction of the model and target depth, respectively.

On the other hand, DORN uses ordinal loss as the training
criterium, which turns the regression problem into a classification
problem. The ordinal loss Lordinal is defined as the average of
pixel-wise ordinal loss Ψ(w,h,P) over the entire prediction:

Lordinal =− 1
WH

W−1

∑
w=0

H−1

∑
h=0

Ψ(w,h,P) (2)

IS&T International Symposium on Electronic Imaging 2023
Autonomous Vehicles and Machines 2023 122-3



Table 1: Evaluation results for radar inference experiments with different methods and input radar. Note that the ground truth
sparse lidar is used as the supervision signal in this experiment. CAP refers to the maximum depth range in meters.

model input radar CAP δ 1 ↑ δ 2 ↑ RMSE ↓ AbsRel ↓
Raw radar 80 0.716 0.774 7.817 0.260

DORNradar Height-extended radar 80 0.763 0.844 6.582 0.232
MER (RC-PDA ≥ 0.5) 80 0.736 0.902 7.781 0.227

Raw radar 80 0.714 0.768 8.151 0.247
S2Dradar Height-extended radar 80 0.783 0.865 6.404 0.220

MER (RC-PDA ≥ 0.5) 80 0.801 0.890 7.290 0.155

Table 2: Evaluation results for radar supervision experiments. We use the RGB branch module of S2DRGB in this experiment. Note
that the result of sparse-lidar is the RGB baseline result from [10]. CAP refers to the maximum depth range in meters.

supervision signal CAP δ 1 ↑ δ 2 ↑ δ 3 ↑ RMSE ↓ AbsRel ↓
Sparse lidar [10] 80 0.862 0.948 0.976 5.613 0.126

Raw radar 80 0.292 0.522 0.644 18.995 0.707
Height-extended radar 80 0.602 0.778 0.846 12.511 0.288
MER (RC-PDA ≥ 0.5) 80 0.605 0.849 0.920 8.837 0.302

Raw radar 50 0.321 0.552 0.672 13.996 0.600
Height-extended radar 50 0.609 0.784 0.852 10.661 0.280
MER (RC-PDA ≥ 0.5) 50 0.612 0.8467 0.927 7.091 0.294

Ψ(w,h,P) =
l(w,h)−1

∑
k=0

log(Pk
(w,h))+

K−1

∑
k=l(w,h)

log(1−Pk
(w,h)) (3)

Pk
(w,h) is the softmax probability output of location (w,h) for dis-

tance class k, and l(w,h) is the target ordinal label that converted
from the target depth using the spacing-increasing discretization
method [5]. Minimizing the Lordinal will ensure the distance
classification result of the prediction is close to the target label,
and the model will result in a better output estimation. Note that
both LL1 and Lordinal are calculated with non-zero value pixels
in ground truth target depth.

Experiments
Dataset and Implementation
NuScenes Dataset

We conduct our experiments on the nuScenes dataset [15],
the most commonly used dataset for integrating radar in both
depth estimation and 3D object detection tasks. The nuScenes
dataset is currently one of the most comprehensive multi-modal
autonomous driving datasets consisting of 6 cameras, 5 FMCW
radars, and a 32-beam Velodyne lidar. There are 1000 driving
scenes captured in Boston and Singapore, and each scene contains
roughly 40 manually synchronized samples from a 20s recording
of driving. There are 850 scenes officially split into 700 train-
ing and 150 validation scenes. We use the front view data only,
resulting in 28130 training and 6019 validation samples.

Implementation Details
All the models are run from the code released with the orig-

inal papers and trained on a Tesla V100 GPU. To ease computa-
tion, the camera images, projected lidar depth, and radar depth
are downsampled from the original shape of 900 × 1600. For
radar inference experiments, we downsample the input image to

450×800 and further crop into the size of 350×800 for both in-
put and output since the upper region contributes no useful depth
information. For radar supervision experiments, we use an in-
put size of 350× 800 and an output size of 88× 200 because a
model is easier to learn the overall shape on a smaller resolution
of output prediction. The ground truth lidar depth for training
radar inference experiments is densely interpolated with sparse li-
dar and camera images by the colorization method [23] as also
used in [11]. For both experiments, three variations of radar are
used (raw, height-extended, and MER), and we accumulate raw
and height-extended radar data with the current frame and the pre-
vious 4 frames. The height-extended radar extends each projected
radar point to a height range of 0.25m to 2m, which is the same
setting as in [11]. We use the MER channel with RC-PDA ≥ 0.5.
The DORNradar and S2Dradar are referred from [11], [10] respec-
tively. Polynomial decay with an initial learning rate of 0.0001
and a power rate of 0.9 is applied as the learning strategy. The
batch size is set to 8, and momentum and weight decay are set
to 0.9 and 0.0005, respectively. The S2Dradar and S2DRGB are
trained with L1 loss while DORNradar uses ordinal loss. All the
experiments are set to train for 30 epochs on the nuScenes official
training splits, and test on the nuScenes official validation splits.
The evaluation metrics used are the standard evaluation metrics
also used in previous works and calculations for both experiments
are based on the size of 350×800 using ground truth sparse lidar
with a maximum distance of either 50m or 80m.

Evaluation Metrics

We evaluate the results with the following metrics:

• δ n: percentage of estimated pixels for which the relative
error is within a threshold:

δn =
1

WH

(
ytarget : max(

ytarget

ypred
,

ypred

ytarget
)< 1.25n

)
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Figure 3. Qualitative comparison of results for radar inference experiments. From left to right: Raw radar; Height-extended radar; MER as input signals. From

top to bottom: reference camera image; input radar signal; output prediction from DORNradar ; output prediction from S2Dradar .

• RMSE: Root Mean Square Error.

RMSE =

√√√√ 1
WH

W−1

∑
w=0

H−1

∑
h=0

∥∥ytarget(w,h)− ypred(w,h)
∥∥2

2

• AbsRel: Mean Absolute Relative Error.

AbsRel =
1

WH

W−1

∑
w=0

H−1

∑
h=0

∣∣ypred(w,h)− ytarget(w,h)
∣∣∣∣ypred(w,h)

∣∣
where (w,h) is the pixel location, and ypred and ytarget are the
output prediction of the model and target depth, respectively. Note
that all the metrics are calculated based on non-zero value pixels
in ytarget .

Radar Inference Experiments
The idea of our radar inference experiments is to examine

if a model is able to predict surroundings to a fair extent with
only radar input and under lidar supervision during training. The
results is shown in Table 1, and the qualitative result of this exper-
iment is visualized in Fig. 3. The raw radar has the poorest perfor-
mance among all since it is the most sparse one but still reaches
around 0.7 for δ 1. Due to the supervision with a lidar signal, the

model learns to generate a more general output as shown in the
qualitative visualization. The results of both preprocessed radar
signals are comparable to each other in metrics, but it shows in
the qualitative results that the result using MER input could cap-
ture more detail compared to height-extended radar input. This
indicates that increasing the intelligibility of radar data can im-
prove performance. Among all settings, the S2Dradar with MER
has 0.8 for δ 1 as the highest score in δ 1, which means 80% of
the predicted depth values is within 25% of difference compared
to the ground truth lidar. Since MER is preprocessed radar data
generated by a neural network, it seems fair that this input shows
the best performance. It is clear from both the metrics and the
figures that the predictions based on radar input can detect the
shape of surroundings and vehicles to a fair extent in raw and
height-extended radar. Additionally, the model can gain much
performance with an advanced preprocessing method that can ad-
equately densify and filter raw radar data.

Radar Supervision Experiments
The idea of radar supervision experiments is to investi-

gate how good the performance of a monocular depth estimation
model can be by taking camera images as input and training un-
der the supervision of radar data instead of ground truth lidar.
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Figure 4. Qualitative comparison of results for radar supervision experiments. From left to right: input camera image; output prediction of the model supervised

by raw radar; height-extended radar; MER.

Note that ground truth lidar is used only for calculating evalua-
tion metrics and not as an input signal or supervision target dur-
ing training. We conduct this experiment based on the S2DRGB
model, and the evaluation results are shown in Table 2 while the
qualitative result is shown in Fig. 4. The result shows the same
trend compared to radar inference experiments, that both prepro-
cessed radars outperform raw data, indicating that the overall per-
formance improves with proper preprocessing of radar data. Ad-
ditionally, both height-extended radar and MER can achieve 0.6 in
δ 1, which is about 70% of the performance compared to the result
of the baseline model trained with sparse lidar supervision. The
qualitative result also confirms that the performance of the model
trained with preprocessed radar improves significantly. Most of
the vehicles and obstacles in the middle or at the edge are nicely
detected with MER supervision compared to the supervision of
raw data and height-extended radar in Fig. 4. This reveals the
potential of using height-extended radar or MER as a supervision
target in depth estimation tasks and reducing the demand for lidar
data.

Conclusion
In this paper, we conducted radar inference and supervision

experiments to show how much depth information radar can con-
tribute to depth estimation tasks. Our quantitative results from the
inference experiment show that the inference capability of radar
data is fair and agrees with the results from prior works after pre-
processing but is still limited. However, the radar supervision ex-
periment shows the opposite trend. The supervision experiment
revealed that a monocular depth estimation model could predict to
a reasonable extent under the supervision of preprocessed radar.
This result indicates that radar can contribute more depth infor-
mation as a supervision signal after proper preprocessing, which
gives a potential opportunity to treat radar as an additional super-
vision target and ease the usage of lidar. Additionally, there is
also a possibility to see radar as a domain adaptation target on
a well-trained monocular depth estimation. To the best of our
knowledge, this is the first paper to conduct such experiments to
investigate the intrinsic depth information of radar data.
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