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Abstract
A dot profile model to compensate dot shape irregularity er-

rors of inkjet printers is proposed. Previous tabular approaches
for parameterizing the printer model rely on the measurements of
the gray level of various printed halftone patterns. However, lots
of patterns need to be printed and scanned if the printer gener-
ates large drops of colorant. To solve this problem, we propose
to simulate the appearance of the rendered patterns so that the
model parameters can be computed analytically. The simulation
uses the mean dot as the printer dot profile and saturated addi-
tion to resolve dot overlap. Besides, we incorporate a standard
definition (SD) and a high definition (HD) equivalent gray-scale
representation of the printed halftone image produced by the dot
profile model into the direct binary search (DBS) algorithm. Ex-
perimental results show great improvement in the mid-tone and
shadow regions over the printed image halftoned by the original
DBS. The HD model further enhances details in the shadows.

Introduction
Digital halftoning, an essential technique for printers, is the

process of rendering a continuous-tone image with a limited num-
ber of tone levels. The direct binary search (DBS) algorithm as
an iterative method, yields the best halftone reproductions [1]; so
we are particularly interested in it.

Elementary halftoning algorithms assume that the ideal
shape for the printed dots would be an X ×X square, where X
is the dot spacing in inches; so 1/X is the printer resolution in dpi
(dots per inch). However, real-world printers typically produce
dots that are larger and more irregular than that. If the algorithm
does not account for such printer distortions, the resulting print
may contain annoying textures and distorted gray levels.

Several studies have focused on model-based techniques to
mitigate printer effects. The main idea is to establish a model to
predict the actual gray value of each pixel in the printed image.
A popular model is the hard circular dot (HCD) model proposed
in [2]. In this model, each printed pixel is assumed to be a cir-
cular spot with constant absorptance, and multiple dot overlap is
resolved as a logical OR [3–6]. The HCD model can be used
in DBS to enhance tonal reproduction and detail rendition [7, 8].
Pappas et al [9] proposed a tabular model based on the macro-
scopic measurements of a set of printed binary patterns in a neigh-
borhood. Baqai et al [8] simplified the approach by using the mi-
croscopic measurement of the center pixel of all possible patterns
in the neighborhood. A similar idea based on the tabular model
was presented in [10]. More recently, Zhang et al focused on pre-
dicting the printed text strokes and compensated thickened edges
after halftoning and before printing [11]. Liu et al parameterized
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a laser printer model for the error diffusion algorithm [12]. Work
in [13] utilized a physics model to estimated the ink reflectance.

Though these models have achieved successful results, there
still are some limitations in their applicability. Some models were
developed for a different halftoning algorithm, so they cannot be
applied to DBS. As for the DBS printer models, the HCD model
might be incompatible with printers that do not produce perfectly
round and uniformly dark dots [14]. And the tabular models re-
quire extensive measurements for devices that render large dots
of colorant. This is because the number of possible dot configu-
rations grows exponentially as the neighborhood size increases.

Most of the aforementioned researches were oriented to laser
electrophotographic (EP) printers where the dots are very sensi-
tive to the EP process, such that the printer cannot reliably print
isolated pixels [8, 15]. Accordingly, estimating the pixel absorp-
tance has to rely on the interaction between adjacent pixels. In
contrast, inkjet printers generally produce dots that are reason-
ably consistent and much more stable relative to those produced
by EP printers [10]. Nevertheless, the ink dots may be irregularly
shaped [16, 17], much larger than the minimal size [18], and mis-
aligned [10]. This suggests the use of an analytical model rather
than a completely measurement-based model for inkjet printers.

To address these issues, we propose an analytical dot profile
model in which arbitrarily shaped non-flat dots are studied. To
parametrize the model, we first compute the dot statistics, such
as the mean and standard deviation profiles, based on the data
collected from individual dots. By using saturated addition to
describe the effect of dot overlap, the model parameters can be
computed analytically as a function of the mean dot profile and the
values of the adjacent pixels. This simplifies the printer character-
ization process considerably because we only need to measure a
limited number of isolated dots. We also assume that the ink dots
are centered on their nominal locations with no misplacement.

Our goal is to incorporate the dot profile model in DBS to
suppress the print artifacts caused by dot shape irregularity er-
rors. Additionally, motivated by [19], we present both a standard
definition (SD) and a high definition (HD) model. These models
enable DBS to examine the visual fidelity of the rendered halftone
at the printer resolution and a 3-times higher resolution, respec-
tively. Experimental results demonstrate that by using these dot
profile models, DBS can effectively improve the quality of the
printed image. In particular, the HD model further refines the ap-
pearance of the shadow regions.

Preliminaries
Notation

An SD printer pixel [m,n] is an X × X square centered at
the point (xm,yn) with {(xm,yn) : xm = mX + X

2 ,yn = nX + X
2 }.
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An HD pixel [u,v] is a X
3 ×

X
3 square centered at (xu,yv) with

{(xu,yv) : xu = u X
3 + X

6 ,yv = v X
3 + X

6 }.

Printer Characterization
The first step towards printer modeling is to characterize the

printer. We design a test page to directly capture the profile of
each isolated dot. The idea is similar to [10, 20]. Whereas the
main concern of [10, 20] is the dot displacement, our focus is the
dot profile. Fig. 1 (a) shows a digital test patch. It contains a bi-
nary bitmap where only every 7-th column and 7-th row contains
1’s. There are 15 such patches on the test page.

The test page is first printed at 1200 dpi by a prototype
pagewide printhead manufactured by HP Inc.. So in the remain-
der of this paper, 1/X = 1200 dpi. Then, the printout is cap-
tured with a QEA PIAS-II camera at 7663.4 dpi. Each test patch
fits entirely in the field of view of the camera, so 15 captures
are needed for a printed page. Each printer pixel corresponds to
7663.4
1200 ×

7663.4
1200 ≈ 6.39×6.39 camera pixels. To facilitate the sub-

sequent analysis, we convert this ratio to an integer, i.e. 6×6. We
exploit the approach presented in [19] to transform the camera
pixels into ultra high definition (UHD) pixels of size 1

7200 ×
1

7200
in2 via

c′[i′, j′] = ∑
[i, j]∈Ωi′ , j′

αi′, j′ [i, j]c[i, j], (1)

where c′[i′, j′] is the absorptance of the estimated UHD pixel,
Ωi′, j′ denotes a set of camera pixels c[i, j] intersecting with the
UHD pixel c′[i′, j′], and αi′, j′ [i, j] is the intersection ratio. The va-
lidity of this transformation lies with the assumption that by defi-
nition, the UHD lattice is aligned with the printer lattice, and the
camera lattice is not rotated or skewed with respect to the printer
lattice. Horizontal or vertical displacement of the camera lattice
with respect to the printer lattice can be estimated from the L-
shaped patterns located on both sides of the bottom of the test
patch shown in Fig. 1. Next, the segmentation mask is computed
according to Otsu’s method [21]. Shown in Figs. 1 (b) and (c) are
the transformed image of the test patch and its corresponding seg-
mentation mask. Finally, the sample mean and standard deviation
profiles of all the 3300 dots on the printed test page are computed.
The contour plots are presented in Fig. 2.

As can be seen from Fig. 2 (a), the mean dot is limited to
a 5× 3 printer-pixel region, being slightly elongated in the verti-
cal direction. Besides, the shade is relatively dark in the center
and becomes lighter towards the edge. Looking at Fig. 2 (b), we
note that the standard deviation is the greatest around the shoul-
der of the dot, i.e. where the absorptance is changing most rapidly
from 0.7 to 0.1 as we go from the center of the dot to the periph-
ery. Nevertheless, the maximum standard deviation is just 0.009.
Therefore, it is reasonable to assume that the dots produced by the
print bar are constant in shape, and equal to the mean profile.

Overview of DBS
DBS is a search-based algorithm that uses a human visual

system (HVS) model [22] h(x,y) to find a halftone image g(x,y)
that minimizes the visual error between the perceived halftone im-
age g̃(x,y) and the perceived continuous-tone image f̃ (x,y). The
error metric is

E =
∫

x,y

∣∣g̃(x,y)− f̃ (x,y)
∣∣2 dx dy. (2)

(a)

(b)

(c)
Figure 1: (a) A digital test patch. (b) The printed test patch cap-
tured at 7336.4 dpi and converted to 7200 dpi. (c) The binary
segmentation mask of the test patch.

To achieve the local minimum, DBS iteratively toggles a pixel or
swaps it with a neighboring pixel that has a different value.

Suppose there exists an ideal printer whose dot profile
p(x,y) = rect( x

X , y
X ). Let g[m,n] denote the digital halftone im-

age. Then, the perceived halftone rendered by the printer is

g̃(x,y) = ∑
m,n

g[m,n] · p̃(x−mX ,y−nX), (3)

where p̃(x,y) = h(x,y) ∗ p(x,y) ≈ h(x,y) [8] denotes the cascade
of the dot profile with the HVS. The closed-form expression of
h(x,y) can be found in [23]. Similarly, f̃ (x,y) can be represented
in terms of f [m,n]. Define e[m,n] = g[m,n]− f [m,n]. Then, (2)
can be written as

E = ∑
m,n

∑
k,l

e[m,n]e[k, l]cp̃ p̃[m− k,n− l], (4)

where cp̃ p̃(x,y) =
∫

ξ ,η p̃(ξ ,η) · p̃(ξ + x,η + y)dξ dη is the auto-
correlation function of p̃(x,y), and cp̃ p̃[m,n] = cp̃ p̃(mX ,nX) is the
sampled version of it.

Dot Profile Model
Based on the dot statistics in Sec. Printer Characterization,

a dot profile model is developed to summarize the characteristics
of the target printer. It is assumed that the printer is capable of
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Figure 2: (a) The mean dot profile and (b) standard deviation pro-
file in the units of absorptance.

ejecting consistent ink drops at designated locations. The size,
shape, and the absorption uniformity of the drops are the same
as those of the mean dot. The effect of dot overlap is modeled
as addition with saturation to 1 (full black). Under this model,
the rendered halftone image produced by the target printer can
be simulated as a function of the mean dot profile and the digital
halftone. We build a 7200 dpi simulated printer based upon this
model with the UHD mean dot profile.

To embed the printer model in DBS, [8] and [10] create an
equivalent gray-scale (EQGS) image. It is computed as

ḡSD[m,n] =
1

X2

∫
ΩSD[m,n]

g(x,y)dx dy, (5)

where ΩSD[m,n] is a printer cell of size 1
1200 ×

1
1200 in2 cen-

tered at (mX + X
2 ,nX + X

2 ), where as stated before 1/X = 1200
dpi. We refer to ḡSD[m,n] as the SD EQGS image. Following
the lead of these earlier works, we too use the EQGS image to
measure the visual fidelity of the printed halftone to the original
image.

Before incorporating the SD EQGS image in DBS, we use
the simulated printer to examine its validity. Shown in Fig. 3
(a)-(c) are a bitmap, its simulated print, and the SD EQGS image.
It can be observed that the SD EQGS image provides a reason-
able approximation to dot overlap; but it is not good at depicting
the edges and details. Therefore, it is necessary to refine the es-
timation. We develop an HD EQGS image by partitioning each
printer pixel into 3× 3 sub-pixels. The HD EQGS value is then
computed within each X

3 ×
X
3 cell. This process raises the reso-

lution of the EQGS image to 3600 dpi. The resulting HD EQGS
image is shown in Fig. 3 (d).

Along the lines of the tabular approaches [8–10], an EQGS
LUT will be precomputed. With our target printer, the EQGS
value of a pixel can be determined in a 5×3 region, so there will
be 215 possible binary patterns. In this case, the approach in [8]
is intractable, because one would need to manually capture lots of

patterns. This necessitates the use of an analytical printer model.
To minimize the measurements, we simulate the printed image of
all these patterns using the simulated printer, and then compute
the EQGS values digitally. In so doing, the LUT can easily be
obtained. The algorithm for generating the LUT is summarized
below. It is worth mentioning that each entry of the SD LUT is a
single value, whereas that of the HD LUT is a 9-element array.

Algorithm 1: Computation of the LUT

Initialize the UHD image ḡUHD← 0;
Initialize the table LUT← 0;
for i← 0 to 215−1 do

Convert i to a 5×3 binary bitmap B;
for b ∈ B do

if b == 1 then
Add the UHD dot profile to ḡUHD on the

corresponding location;

if ḡUHD[:, :]> 1 then
ḡUHD[:, :]← 1;

LUT[i, :]←average value of the UHD pixels within
the center pixel on the SD or HD lattice;

return LUT;

Dot Profile Model-based DBS
In this section, we show a detailed formulation of DBS with

the HD dot profile model. The SD case can be easily derived from
the HD case; so it is omitted here. Let S denote the upsampling
factor. i.e. S = 1 for SD and S = 3 for HD. The perceived HD
EQGS image is given by

ḡHD(x,y) = ∑
u,v

ḡHD[u,v] · p̃HD

(
x−u

X
S
,y− v

X
S

)
. (6)

Here the HD EQGS image ḡHD[u,v] = 1
72002

∫
ΩHD[u,v] g(x,y)dxdy,

where ΩHD[u,v] is an HD cell of size 1
7200 ×

1
7200 in2. Define

the discretized and truncated version of the perceived dot profile
p̃HD[u,v] = p̃HD

(
x−u X

S ,y− v X
S
)
. Then,

E = ∑
u,v

∑
s,t

ēHD[u,v]ēHD[s, t]cp̃HD p̃HD [u− s,v− t], (7)

where ēHD[u,v] = ḡHD[u,v]− fHD[u,v].
Let us consider the effect of changing the state of halftone

pixels on the cost value. Let N HD[u,v] denote the pixels in
the 5× 3 neighborhood of [u,v]. Toggling [m0,n0] or swapping
[m0,n0] and [m1,n1] in the halftone will affect the EQGS values
of pixels in N HD

accepted ≜ N HD[u0,v0]∪N HD[u1,v1]. Given the
fact that the input image fHD[u,v] does not change, the new error
image will be

ē′HD[u,v] =

{
ēHD[u,v]+∆ḡHD[u,v], for [u,v] ∈N HD

accepted,

ēHD[u,v], otherwise.

(8)
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(a)

(b)

(c)

(d)
Figure 3: Development of the SD and HD EQGS images. The
black lines denote the printer lattice, and the gray lines denote the
HD lattice. (a) Original digital halftone image sent to the sim-
ulated printer. (b) Rendered image at 7200 dpi. (c) SD EQGS
image at 1200 dpi. (d) HD EQGS image at 3600 dpi.

Thus, the new cost is

E ′ = ∑
u,v

∑
s,t

ē′HD[u,v]ē
′
HD[s, t]cp̃HD p̃HD [u− s,v− t]

= E + ∑
[u,v]∈N HD

accepted

∑
[s,t]∈N HD

accepted

∆ḡHD[u,v]∆ḡHD[s, t]

× cp̃HD p̃HD [u− s,v− t]

+2 ∑
[u,v]∈N HD

accepted

∑
s,t

∆ḡHD[u,v]ēHD[s, t]

× cp̃HD p̃HD [u− s,v− t].

(9)

We further define cp̃HD ēHD [u,v] =∑s,t ēHD[u,v]cp̃HD p̃HD [u−s,v−t].
Therefore, the change in the cost due to a trial toggle/swap can be

written as

∆E = ∑
[u,v]∈N HD

accepted

∑
[s,t]∈N HD

accepted

(∆ḡHD[u,v]∆ḡHD[s, t])

× c p̃HD p̃HD [u− s,v− t]

+2 ∑
[u,v]∈N HD

accepted

∆ḡHD[u,v]cp̃HD ēHD [u,v].

(10)

This error metric will guide the search of DBS. Note that
cp̃HD p̃HD [u,v] is independent of the change, but if a change is ac-
cepted, cp̃HD ēHD [u,v] needs to be updated by

c′p̃HD ēHD
[u,v]

=cp̃HD ēHD [u,v]+ ∑
[s,t]∈N HD

accepted

∆ḡHD[s, t]cp̃HD p̃HD [u− s,v− t]. (11)
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Figure 4: (a) Tone reproduction curves and (b) tone error curves
of DBS with no printer model, DBS with the SD model, and DBS
with the HD model. Note that the output absorptance is calculated
based on the simulated output of the halftones of constant-tone
patches, and the tonal error is obtained by subtracting the input
absorptance from the output absorptance.

Experimental Results
In this section, the effect of incorporating the printer models

in DBS is evaluated. Tone curves calculated according to [24] are
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shown in Fig. 4. As can be seen, the reproduction curve of DBS
with no model, indicated by a red line, is severely distorted. It
can be also seen that after embedding the printer models, the bias
becomes negligibly small. This suggests that both models can
produce a correct average tone at most levels. It is noteworthy
that the tone reproduction curves for both models contain a small
flat region in the very highlights. This will result in a decrease in
absorptance that can merely be rectified by applying the inverse
mapping of the tone reproduction curve, namely tone correction.

Fig. 5 shows the comparison of the simulated prints of a
halftone generated by DBS with no model, with the SD model,
and with the HD model. To present a fair comparison, tone cor-
rection was applied in all three cases before halftoning. These
images were all printed at 7200 dpi using the simulated dot pro-
file printer. It can be observed that the graininess in the mid-tone
and shadow regions in (a) becomes less noticeable in both (b) and
(c). This implies that the irregularly shaped dots were properly
controlled by the models. Looking at the highlights, i.e. the sky
area, we note that the improvement is less significant. We believe
the reason is that there are fewer overlapping dots, and thus tone
compensation should suffice to reduce the bias. Comparing (b)
and (c), we note that the HD model performs better than the SD
model in the midtones and in the shadow regions, i.e. the side of
the aircraft and the lawn. The halftone structures are less visible
and more homogenous, making the overall appearance more vi-
sually pleasing. There is also more detail in the landing gear with
the HD model.

Conclusion
We characterized a printer by measuring and analyzing the

dot profiles. Based on the dot statistics, we built a simulated
printer to simulate the appearance of the rendered images pro-
duced by this printer. The model parameters were computed an-
alytically, so the number of measurements was greatly reduced.
We incorporated both the SD and HD printer models in DBS.
With the two models, DBS effectively ameliorates the noisiness,
and yields nearly linear tone reproduction without tone correction.
The HD model outperformed the SD model in the midtones and
in the shadows.
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(a)

(b)

(c)
Figure 5: Simulated results printed at 7200 dpi. The halftone
images are generated by DBS with (a) no printer model, (b) the
SD model, and (c) the HD model. It is recommended to set the
zoom level to 150% and to view these images at about 12 inches.
Note from the call-outs that the HD model shows the most detail
in the landing gear.
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