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Abstract

We present an end-to-end automated workflow that uses
large-scale remote compute resources and an embedded GPU
platform at the edge to enable AI/ML-accelerated real-time anal-
ysis of data collected for x-ray ptychography. Ptychography is a
lensless method that is being used to image samples through a si-
multaneous numerical inversion of a large number of diffraction
patterns from adjacent overlapping scan positions. This acquisi-
tion method can enable nanoscale imaging with x-rays and elec-
trons, but this often requires very large experimental datasets and
commensurately high turnaround times, which can limit experi-
mental capabilities such as real-time experimental steering and
low-latency monitoring. In this work, we introduce a software
system that can automate ptychography data analysis tasks. We
accelerate the data analysis pipeline by using a modified version
of PtychoNN — an ML-based approach to solve phase retrieval
problem that shows two orders of magnitude speedup compared
to traditional iterative methods. Further, our system coordinates
and overlaps different data analysis tasks to minimize synchro-
nization overhead between different stages of the workflow. We
evaluate our workflow system with real-world experimental work-
loads from the 261D beamline at Advanced Photon Source and
ThetaGPU cluster at Argonne Leadership Computing Resources.

Introduction

Neural networks (NN) are considered universal approxima-
tors and have been successful in solving problems in computer vi-
sion, natural language processing, autonomous control, and many
others [1]. Machine learning (ML) based alternate approaches for
inverse imaging problems have recently received significant atten-
tion and have shown considerable success for medical imaging,
computational photography, computational microscopy, geophys-
ical imaging, and other applications [2]. For synchrotron radiation
facilities specifically, ML-based reconstruction approaches have
shown promise for x-ray imaging in the Bragg coherent diffrac-
tion imaging, high-energy diffraction microscopy, and ptychog-
raphy modalities [3-5]. These ML-based approaches typically
consist of two important components. First, the NN is trained us-
ing previously acquired (data, solution) pairs. Second, the trained
NN is deployed to invert new experimental data. This NN-based
inversion is often a single-shot procedure that can be orders of
magnitude faster than typical iterative inversion techniques, and
this offers the possibility for real-time experimental feedback with
high-resolution imaging data.

Ptychography is a particularly important high-resolution co-
herent diffraction imaging (CDI) technique that has enabled
nanoscale imaging in a range of x-ray and electron microscopy

IS&T Infernational Symposium on Electronic Imaging 2023
8,( 0 202% 9

High Performance Computing for Imaging

applications, including the imaging of integrated circuits [6],
biological specimens like algae [7], and strain imaging of
nanowires [8, 9], and even the atomistic (sub-angstrom) scale
imaging of nanostructures [10, 11]. In a typical x-ray pty-
chography experimental setup, a focused coherent x-ray beam
is scanned across a sample and a large number of far-field in-
tensity diffraction patterns are acquired at the detector. The na-
ture of the CDI experiment is such that the phase information is
lost and hence conventional iterative methods are used to retrieve
the phase using the measured intensity. The iterative reconstruc-
tion techniques developed for ptychography are typically data and
compute-intensive and require many (hundreds to thousands of)
iterations over the measurement data [12]. With advances in ac-
celerator technology, such as the upcoming upgrade of Argonne
Photon Source (APS), the data rates of modern x-ray ptychogra-
phy instruments are expected to increase by orders of magnitude,
which, in turn, will require large-scale compute resources that can
provide peta- to exa-FLOPS throughput to perform conventional
ptychography analysis tasks [13]. This raises prohibitive compu-
tational requirements for real-time data analysis using traditional
ptychography algorithms.

The use of neural networks in real-time ptychographic re-
construction presents an attractive proposition, but it requires
addressing some key logistical challenges. Considering the in-
creased coherence and brilliance of next-generation light sources
such as the APS-U, the NN training has to deal with huge amounts
of data and will be performed at a remote high-performance com-
puting (HPC) resource to achieve fast training by leveraging vast
computational throughput. However, real-time feedback to the
beamline is not possible with remote HPC for NN inference due
to the latency involved in the data transfer [14]. Thus it is es-
sential to implement the inference at the edge or as close to the
data generating source to enable real-time data analysis. With the
availability of low-cost embedded GPUs and dedicated AI/ML
hardware accelerators, the feed-forward computations in the NN
are feasible with high throughput [15]. The trained model can
periodically be deployed to an edge device for low-latency oper-
ations, such as experimental steering and/or monitoring. Further,
once the reconstructions of the trained model meet user quality
metrics, valuable HPC resources can be released and used for
other tasks. This motivates the need for developing a workflow
system that will automatically monitor the data acquisition pro-
cess and can efficiently use remote HPC resources for faster data
processing, ML training, and edge inference.
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Related Work

Many reconstruction algorithms have been developed for
ptychography over the years [16—19]. The parallelization of these
algorithms and their efficient execution on high-end compute re-
sources and accelerators, such as GPUs, have also gained atten-
tion [19-21]. The 3D ptychography experiments further elevate
the computational demands of the data analysis tasks, which ex-
tends the 2D ptychography with tomography or laminography
techniques, increasing the size of collected datasets to several or-
ders of magnitude [12, 22]. Although most of the 3D reconstruc-
tion tasks are performed with single-pass direct methods (due to
their computationally less demanding nature), high-quality 3D re-
constructions still rely on iterative techniques. Therefore parallel
and distributed [23, 24], memory-centric [25], high-performance
3D reconstruction algorithms [26] and techniques, which can pro-
vide quasi-real-time results [27], have been developed [28, 29].
For extremely large-scale 3D datasets, parallelization of single-
pass filtered-back projection methods is also studied [30, 31].
However, the analysis of large-scale experimental datasets (for
both direct and iterative methods) requires the usage of clusters
and supercomputers, which are typically difficult to interact with.
Several runtime and workflow systems have been developed in or-
der to ease the usage of these resources [32-35], their executions
have been demonstrated for synchrotron image analysis tasks [36—
38], including ptychography workflows [39]. Although these re-
sources can provide massive computational throughput, they are
still limited in terms of their feedback latency due to job schedul-
ing, data movement, and resource allocation overheads; therefore,
the usage of edge devices that are close to the data acquisition is
desirable for low-latency tasks.

AI/ML techniques have been used to alleviate computational
demands of ptychography data analysis and improve the output
image quality, including for both 2D [40-42] and 3D ptychogra-
phy [43-45]. Surrogate models that replace the phase retrieval
algorithms have recently shown promising results with very short
inference times [3, 4, 46]. These models have been deployed to
edge computing devices, such as NVIDIA Jetson, that enable real-
time feedback for scientists as well as other downstream tasks that
require low-latency data analysis [5, 47]. The training of these
AI/ML models, however, can be time-consuming and need high-
end GPUs. Further, the variety of samples and features that need
to be learned by these models can be massive, which necessitates
continuous learning.

In this work, we complement existing work via incorporating
AI/ML training with our workflow system [39, 47]. Specifically,
we perform high-latency (continuous) training tasks at high-end
compute resources, whereas the low-latency feedback operations
are carried out at the beamline using an edge device (NVIDIA
Jetson). The loosely-coupled execution between training and in-
ference tasks enables us to provide close to real-time results while
providing high-quality outputs with up-to-date AI/ML models.

Objective

This work focuses on the automation of ML-accelerated x-
ray ptychography data analysis for 2D image reconstruction and
providing a live visualization of phase predictions made by the
edge device located close to the data acquisition machine. The
workflow system has several processing components, for instance,
the data transfer between the local data acquisition system to the
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remote HPC and then initiating the reconstructions for training
the ML model. Once the training is complete, the trained model
is pushed to the edge device from the remote HPC. Our work-
flow system coordinates different processing components, for ex-
ample, the communication between the data acquisition system
and remote HPC, implementing remote function calls in the HPC
resources using available resources, and performing model up-
dates on the edge device without interrupting the data visualiza-
tion. Under the hood, our system handles complex tasks, such as
job scheduling, task synchronization, resource authentication and
management.

Methodology and Experimental Design

The automated workflow for real-time ptychography data
analysis can be visualized as shown in Figure 1. It has mainly
four different stages: (i) data acquisition, (ii) phase retrieval, (iii)
neural network training, and (iv) live AI/ML inference. We ex-
plain each of these stages in the following subsections.

Data Acquisition

The experiment was carried out on the hard x-ray nanoprobe
beamline (26ID) at the APS. The photon energy was 10.4 keV.
The sample was a 1.5 pm thick Tungsten film etched into random
patterns. X-ray ptychographic images, the diffraction patterns,
were collected using a medipix3 detector with 55 um pixel size,
sitting at 1.55 m downstream of the sample. A Fresnel zone plate
with 160 pum diameter and 30 nm outermost zone width was used
for the focusing. The optics were intentionally defocused by -150
um to produce an overfocused beam with an FWHM of about 600
nm. Each ptychographic scan follows an optimized spiral path of
963 data points with a step size of 50 nm.

Workflow System Components

We implement the data analysis pipeline using Globus tools;
namely, Automate [48], funcX [49], and Transfer [50] services.
Listing 1. Example of a Globus Automate flow definition.

{"StartAt": "Init", -> Beginning state
"States": { -> State definitions
"Init": { -> Init state
"Type": "Action",
"ActionUrl": "https://.../transfer",
"Parameters": {
"src.$": "...", "dest.$": "...",
"items": [...]
b
"Next": "Analyze"
| -> See Listing 3

The Globus Automation Services helps end users implement
the steps (or stages) of the workflow using a JSON-based flow
definition language. These stages consist of actions, which are
collectively called flows, including data transfer and remote func-
tion execution. These actions are typically triggered or executed
via interacting with other services’ application programming in-
terfaces (APIs). An example of a flow definition is given in List-
ing 1. The StartAt has the value of initial state for the workflow,
which points to the Init. The following States entry consists of
the definition of the workflow states with Init state defined at the
beginning. The Init state performs a data transfer action, where
the source, destination, and items (folders or files) are passed as
parameters. The Next key points to the next state in the workflow,
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Figure 1. An automated workflow for accelerating the x-ray ptychography data analysis using federated resources. Step (1) represents the data acquisition
process during a ptychography experiment. The acquired diffraction patterns are transferred to the HPC resources and fed into ptychographic reconstruction
tasks as illustrated in step (2). The reconstructed 2D real-space images are then used for training the PtychoNN model (step (3)). The model training is a
continuous process, i.e. the workflow system keeps reconstructing the real-space 2D images as the measurement data become available and used for training.
The trained up-to-date model is deployed to the beamline periodically for real-time inference as shown in step (4). We use Globus tools and services to perform
data transfer, remote function calls, authentication, and task and resource management.

which is Analyze (see Listing 3).

Globus Automate uses the authentication infrastructure pro-
vided by Globus Auth, therefore the services that are integrated
with Globus Auth can benefit from the single sign-on authentica-
tion layer [51]. This capability significantly eases the interaction
between many actions such as the management of data transfer,

interaction with storage systems, and compute resources.
Listing 2. Function registrafion to funcX service and sample usage.

from funcx.sdk.client import FuncXClient
# Python function to be run
def ptycho_func (**data):

main(): ...

fxc = FuncXClient () -> Get funcX client to
000 interact with service
# Serialize the local python function and

# store it at funcX cloud service

fxid = fxc.register_function(ptycho_func)
fxep = getEndPointAddress ()

# Execute ptycho_func at fxep endpoint

fxc.run(params, -> Param. to pass
endpoint_id=fxep, -> Remote resource
function_id=fxid) -> Func. to run

We use the funcX service to perform remote function exe-
cution. The remote execution of python functions using funcX
involves two main steps: (1) registration of user-defined python
functions to funcX cloud service and (2) execution of func-
tions on the target compute resources. Step (2) requires inter-
action between funcX cloud service and endpoints as the user-
defined functions need to be serialized, transferred, and sched-
uled for execution. These steps are shown in Listing 2. Specif-
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ically, fxc.register_function(...) and fxc.run(...).
The funcX functions in Listing 2 are used for registering and trig-
gering the user-defined python function (ptycho_func(...)).
The funcX service resolves which function to run and where to
run it with functions_id and endpoint_id parameters, respec-
tively. Registered funcX functions can be invoked within a Globus
automation, as shown in Listing 3. The funcX endpoints manage
the large-scale compute resources via the system’s job scheduler.

Listing 3. Globus Automate funcX action implementation in flow definition.

-> See Listing 1

"Analyze": { -> Another state def.
"Type": "Action", ...
"ActionUrl": "https://automate.funcx.org",
"Parameters": {
"tasks": [{ "endpoint.$": "...",
"function.$": "...",
"payload.$": "..."
3,
"Next": "Fin" -> Next state
}
"Fin": { ... -> Final state
"End": True

}, #Fin } #States, } -> End of state defs.

The workflow data transfer actions are performed by the
Globus Transfer service. The transfer service, similar to the funcX
service, handles the data movement operations using a cloud ser-
vice that interacts with endpoints. The data transfer operations are
fault tolerant and can handle extremely large data movements.

Our workflow system automatically performs the transfer of
the acquired ptychography data from beamline to compute cluster,
initiates the reconstruction tasks, triggers the model training, and
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deploys the up-to-date model to the edge using Globus services
(between facilities), workflow scripts (at the compute cluster), and
pvAccess (at the beamline). Globus services seamlessly integrate
with Globus Auth and provide secure access to large-scale high-
end storage and compute resources.

Phase Retrieval

Step 1 in Fig. 1 illustrates a typical ptychography experimen-
tal setup that is used to acquire diffraction patterns. During an ex-
periment, many of these diffraction patterns are collected which
can result in TB-scale measurement data. The ptychographic re-
construction process aims to recover the phase information and
reconstruct 2D real-space images from diffraction patterns. The
data acquisition process can be modeled with yt! = F (d,p, l//i)
formula. Here, d corresponds to diffraction patterns (measured
data on detector) with their corresponding scanning positions, p
is the probe information, and y/ is the (initial) guess for the im-
aged sample [52]. The ptychographic reconstruction process tries
to iteratively converge a set of values for y'*! that is consistent
with the measurement data (d) while solving the phase retrieval
problem.

We used Tike (version 0.22) [53] to implement the ptycho-
graphic reconstruction operations. Tike provides several itera-
tive solvers, including conjugate gradient, difference map, least
square, and regularized ptychographic iterative engine (rPIE),
where we used rPIE solver during our workflow execution. Fur-
ther, the solvers are parallelized and they can efficiently be exe-
cuted on multiple GPUs and nodes [52, 54]. We initiate the re-
construction tasks via funcX service that calls an external Tike
script with application parameters, such as the number of itera-
tions and probes, initial estimates, and the frequency of writing
reconstructed images.

Neural Network Training

In this work, we use a slightly modified version of PtychoNN
(version 2.0), a fully convolutional neural network discussed in
[4] for achieving live Al inference at the edge. We apply a con-
tinuous training scheme where the training data is increased as
the experiment progresses (with the newly collected diffraction
patterns included in the training dataset). Therefore, the model
will not be trained from scratch for each experimental iteration,
instead starts from the previously saved checkpoint of the model
with the lowest validation loss. With 10% of the training dataset
reserved for validation, the neural network is trained using the
PyTorch framework for 50 epochs adapting a cyclic learning rate
policy. The learnable parameters of the model are updated using
the adaptive moment estimation (ADAM) optimizer to minimize
the absolute mean error (MAE) between the reference labels (re-
constructions obtained from phase retrieval) and neural network
outputs. The trained model with the lowest validation loss at the
end of 50 epochs is deployed to the beamline (Jetson AGX device
[55]) by the workflow system.

Live AI/ML Inference

The live Al inference is handled by AGX Xavier [55], an
embedded platform from NVIDIA as shown in step (4), Fig. 1.
AGX Xavier (Jetson series) has a compute capability of 32 TOPS
and is designed to accelerate ML workloads for edge use cases.
This device is physically located close to the data source or the
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synchrotron beamline and hosts an EPICS [56] pvAccess client to
process the diffraction patterns that are streamed from the beam-
line computer using the pvAccess protocol [57]. As discussed
in the data acquisition stage, the diffraction patterns are concur-
rently streamed over the network from the beamline computer
as a pvAccess stream in addition to saving the data into the file
system. The incoming diffraction data at the edge device is pro-
cessed by the pvAccess client to obtain a 2D image and then feed
to the inference engine for predicting the phases. The inference
engine uses the latest trained model from HPC and converts that
into ONNX format, which is a hardware-independent intermedi-
ate representation. We used the TensorRT API [58], a library pro-
vided by NVIDIA to perform inference with reduced latency on
NVIDIA’s embedded GPU platforms. We used a batch size of
1 and the phase prediction obtained from the NN model is live-
streamed to the beamline computer as a pvAccess stream. The
live individual predictions and the overall stitched phase map of
the sample are also provided at the user interface. A maximum
frame rate of 100 fps is achieved with AGX Xavier as the beam-
line computer is limited by the network bandwidth of 1 Gbps for
512 x 512 pixels.

We also extended the capability of live streaming at the edge
when the detector is running at its peak acquisition rate of 2kHz.

Results and Discussion

Our workflow system provides seamless integration between
synchrotron radiation beamlines and compute clusters. Specifi-
cally, we tested our system on 26ID beamline at APS and per-
formed reconstruction and model training at ALCF’s ThetaGPU
cluster. The trained models are periodically deployed to a
NVIDIA Jetson edge device located at beamline.

Our experiments show that the edge computational capabil-
ity using Jetson AGX Xavier can achieve real-time feedback up
to 200 fps, i.e., consuming and inferring 200 diffraction patterns
per second, while concurrently performing reconstruction and ML
model training at the ALCF’s ThetaGPU cluster. We used Tike
toolkit, which includes GPU-optimized reconstruction solvers, to
perform efficient phase retrieval on ThetaGPU. The Tike solvers
are called via funcX, which also handles task and resource man-
agement on ThetaGPU cluster.

We also previously demonstrated the workflow in a ptychog-
raphy experiment using ALCF’s ThetaGPU cluster using up to 64
A100 GPUs (8 nodes) and 168 concurrent reconstruction work-
flows. This workflow can achieve a speedup of 29.6x compared
to using a single A100 at the beamline with greater than 81%
compute scaling efficiency (as shown in [39]). The new workflow
system extends our previous work with AI/ML capabilities, which
further improves the turnaround latency. If higher frame rates are
desired at the edge, inference operations can be performed with
multiple edge devices or other advanced NVIDIA GPUs. Our ex-
periments show that the inference rate can reach up to 8000 fps
using 2 RTX A6000 GPUs.

Our workflow system provides basic building blocks for
inter-facility integration via Globus tools and services. This eases
the extension of workflow with additional steps (as new states in
Globus Automate). Similarly, other data analysis workflows can
easily be implemented with these building blocks [32].
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