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ABSTRACT

The COVID-19 virus induces infection in both the upper res-
piratory tract and the lungs. Chest X-ray are widely used to
diagnose various lung diseases. Considering chest X-ray and
CT images, we explore deep-learning-based models namely:
AlexNet, VGG16, VGG19, Resnet50, and Resnet101v2 to
classify images representing COVID-19 infection and normal
health situation. We analyze and present the impact of trans-
fer learning, normalization, resizing, augmentation, and shuf-
fling on the performance of these models. We explored the
vision transformer (ViT) model to classify the CXR images.
The ViT model incorporates multi-headed attention to dis-
close more global information in constrast to CNN models at
lower layers. This mechanism leads to quantitatively diverse
features. The ViT model renders consolidated intermediate
representations considering the training data. For experimen-
tal analysis, we use two standard datasets and exploit per-
formance metrics: accuracy, precision, recall, and F1-score.
The ViT model, driven by self-attention mechanism and long-
range context learning, outperforms other models.

Index Terms— COVID-19,Deep Learning,CNN,CXR Im-
ages,ViT.

1. INTRODUCTION

An unknown disease was first introduced to humans in late
2019, in China, some people were infected with the disease
in Wuhan city, China. The disease was completely unknown
at first, but specialists diagnose its symptoms similar to coro-
navirus infection and flu [1–4]. The specific cause of this was
initially unknown, but after the laboratory examination and
analysis of positive sputum by real-time polymerase chain
reaction (PCR) test, confirmed the infection and named it
“COVID-19” upon the recommendation of the World Health
Organization (WHO). In a short period, the COVID-19 epi-
demic spread out geographically with the devastating infec-
tion on the health, economies, and welfare of the global pop-
ulation [1–5]. The early detection of COVID-19 is essential
not only for patient care but also for public health to ensure

the patients’ isolation and control of the pandemic. Com-
monly three methods are used for the diagnosis of COVID-19,
which are blood tests, viral tests, and medical imaging. The
clinical features of the blood test for COVID-19 include res-
piratory symptoms, fever, cough, dyspnea, and pneumonia,
however, these symptoms do not always indicate COVID-19,
and are observed as pneumonia in many cases, leading to a
diagnostic problem for physicians [2, 6]. The reliability of
blood tests for COVID-19 is low as 2% or 3%. Another com-
mon test for COVID-19 is a viral test. A commonly used
viral test is the reverse transcription-polymerase chain reac-
tion (RT-PCR) test. RT-PCR is a gold standard diagnosis for
COVID-19. However, the sensitivity of this test ranges from
50-62% [7] found by many studies. The third commonly used
method for COVID-19 is medical imaging, because COVID-
19 targets the respiratory system, therefore, chest radiology
scans are important tools for diagnosis and early manage-
ment. Radiology scans give effective results in the detection
of lung conditions along with other illnesses. Radiologists
have a range of abnormalities in COVID-19 patients. Deep
learning (DL) techniques have been used in medical imaging
to improve the performance of image analysis significantly.
Convolution neural network (CNN) is mostly used for med-
ical imaging [8, 9]. 2018)]; it has various architectures and
applications. We proposed a vision transformer model for
this work. Various diagnostic tests have been adopted for
SARS-CoV-2 based on serological, molecular, and techno-
logical techniques. Despite the availability of all these diag-
nostic techniques, a correct diagnosis of COVID-19 infection
can only be established considering the test to be used, the
type of sample to be analyzed, and the timing of the test it-
self. Therefore, it is necessary to perform the correct test, at
the correct time in the correct biological sample [10, 11].

1.1. Vision Transformer

Vision Transformer [12] is a deep learning model, introduced
in 2015. Vision transformer is based on transformer model
[13], which totally relies on the self-attention mechanism.
this is the only network that outperforms CNN [14]. Vi-
sion transformer is used for image classification [15–18], de-
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tection [19–21], segmentation [22–25], image enhancement
[23,26], image generation [27], video processing [28,29], and
3D point cloud processing [30]. Moreover, vision transformer
has been also used for medical imaging, it has been used for
the classification of breast ultrasound images [17], and vision
transformer has also been used for the COVID-19 detection
from CXR and CT images [19, 21, 31–33]. Various meth-
ods have been used for the detection of COVID-19, like RT-
PCR, rapid antigen and antibody-based tests, imaging, ma-
chine learning methods, and deep learning methods. These
all have done a tremendous amount of work for the detec-
tion of COVID-19, which lead the world to tackle COVID-19.
But still, there are required improvements for the detection of
COVID-19 that lead us to better results for COVID-19 detec-
tion and classification. Therefore, in this study, a deep learn-
ing model is proposed based on a vision transformer for the
automatic detection and classification of COVID-19. For this
work, CXR images have been used to be trained the model.
The model shows a better result in terms of accuracy, sensi-
tivity, and specificity. Overall, the contributions of this paper
can be summarized as follows:

• We proposed a framework that incorporates multi-
headed attention to disclose more information. This
mechanism leads to quantitatively diverse features to
identify COVID-19 from CXR images.

• The proposed framework is evaluated against metrics
like accuracy, precision, recall, and f1-score.

• Comparison with state-of-the-art CNN models shows su-
perior performance.

COVID-19 is a critical disease that spread rapidly and can
lead to death, especially for aged people or those whose im-
mune system is weak. The COVID-19 detection and classi-
fication were harsh at the beginning but have been improved
somehow, in order to make it more accurate, easy, and afford-
able. In this study, the deep learning method has been used to
detect COVID-19 from CXR images that boost the result, in
form of accuracy, struggle, and expenditure.

2. PROPOSED METHODOLOGY

2.1. Pre Processing

Pre-processing is the process of transferring raw data into use-
ful data. We have taken the above datasets and applied some
pre-processing methods in order to make them compatible
with the model which leads to a fast and accurate result. The
given datasets contain various size images which are large too
and can be time-consuming and computationally expensive,
for this purpose each image of the dataset has been resized to
100X100, in order to be best compatible, with the given data
with the used model. In addition to this, the normalization
took place to the range [0,1], because of the large variability

Fig. 1: Propsed Framework

in the appearance of images depending on different factors,
like source acquisition. In addition to this, data augmentation
has been applied in this work which is flipping both horizon-
tally and vertically on each image in the existing dataset, the
purpose of this augmentation is to introduce some new varia-
tions to the dataset. Random shuffling is a standard procedure
in all machine learning pipelines, the classification of images
is not an exception, and its purpose is to break possible bi-
ases during data preparation. In this project, we have shuffled
the images randomly in order that picks images from different
classes and labels them.

2.2. Convolutional Neural Network (CNN)

CNN is composed of several convolution layers which use
learnable filters or kernels to extract features from images
such as points, edges, textures, color, and shapes. Further-
more, a gradient decent-base optimizer is used to learn the
appropriate filters, and CNN can capture spatial and tempo-
ral connections in an image. They hierarchically constructed
high-level features from low-level features which help CNN
to properly discriminate among the various object present in
the image. CNN also shares its parameters. CNN reused its
parameters (filters) to compute specific features in different
positions of an image, which lead to the reduction of pa-
rameters. Convolution layers are commonly used activation
functions that introduce non-linearity between layers, which
abilities the network to capture the complicated relationship
between the input features. Rectified linear unit (ReLU) is a
commonly used activation function. In addition to this, it uses
a pooling layer to reduce the size of feature representation as
we propagate deeper into the network. For classification, in
the final layer (fully connected layer) a function like softmax
or sigmoid is used to generate the final result.

2.3. Transfer Learning

Transfer learning is the application learned from one problem
and applying them to a new, similar problem to be solved,
which is based on CNN. In this work, various pre-trained
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models have been adopted to be trained on both COVID-
19 datasets. These models are AlexNet, VGG16, VGG19,
Resnet50, and Resnet101 each of them has a different num-
ber of layers and parameters.

2.4. Vision Transformer (ViT)

For image classification, the Vision transformer directly ap-
plies to the sequence of image patches. The transformer de-
sign is originally followed by ViT as possible. The overview
of the model is shown in figure 1. The standard transformer
receives as input a 1D sequence of token embedding. To
work with 2D images, we split the image X ∈ RH×W×C

into a sequence of flattened 2D patches Xp ∈ RN×(P 2.C),
where (H,W ) is the resolution of the original image, C is the
number of channels, (P, P ) is the resolution of each image
patch, and N = HW/P 2 is the resulting number of patches,
which also provide as the effective input sequence length for
the transformer. Constant latent vector size D was used by
the transformer through all of its layers, so the patches were
flattened and mapped to D dimensions with a trainable linear
projection represent in equation (1). We refer to the output of
this projection as the patch embedding.

z0 = [Xclass;X
1
pE;X2

pE; ....;XN
p E; ] + Epos,

E(P 2.C)×D,Epos ∈ R(N+1)×D
(1)

As the original BERT’s token, a learnable embedding is ap-
plied to the sequence of embedded patches (z00 = Xclass),
whose state at the output of the transformer encoder (z0L)
serves as the image representation y represent in equation (4).
Both during pre-training and fine-tuning, a classification head
is attached to z0L. The classification head is implemented by
an MLP with one hidden layer. Position embedding is added
to the patch embedding to retain positional information. We
use standard learnable 1D position embedding since we have
not observed significant performance gains from using more
advanced 2D-aware position embedding. The resulting se-
quence of embedding vectors serves as input to the encoder.

2.5. ViT Transformer Encoder

The transformer encoder [13] includes alternating layers of
multi-headed self-attention layer (MSP) which concatenates
all the attention outputs linearly to the right dimension. and
multi-layer perceptron (MLP) blocks which contain two-layer
with GELU represent in equations (2,3). In order to improve
training time and performance, the layer-norm (LN) is applied
before every block, and residual connections after every block
[34, 35].

z′l = MSA(LN(zl − 1)) + zl − 1, l = 1...L (2)

zl = MLP (LN(z′l − 1)) + z′l, l = 1...L (3)

y = LN(z0L) (4)

3. EXPERIMENTAL

First, we will go through the experimental setup, then the
datasets utilized in the model’s training and assessment, and
the evaluation matrix, ablation analysis, and real-time testing.
Details are given in the following subsections.

3.1. Experimental Setup

All experiments were carried out in a Python 3.7-based vir-
tual environment installed on a PC with the specifications of
Windows 10 OS, having GTX GeForce TITAN 1070 graphic
processing unit (GPU) with a memory of GB, the processor
of intel ® X5560, and clock speed of 2.80GH. Further, dif-
ferent frameworks and libraries are utilized during training;
the proposed framework is utilized for training as a back-
end TensorFlow-GPU and a frontend Keras-GPU of versions
2.4 and 2.9, respectively. Moreover, we trained the proposed
model on a mini-batch of size 32 for 100 iterations of epochs,
which took almost two hours to complete the training of our
proposed framework.

Fig. 2: Accuracies and losses of the proposed model.
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3.2. Dataset

In this work two datasets have been used which are COVID-
19-Dataset and COVID-19 Radiography Dataset, both are
publically available on [36] and [37]. The first dataset named
Covid-19-Dataset contains X-ray and CT images of COVID
and Non-COVID. This dataset had been augmented by the
team who collected this dataset and generated 17099 X-ray
and CT images. This dataset has two main folders, one is
CT and another is X-ray, these are further divided into two
subfolders of COVID and Non-COVID. The X-ray folder has
5500 of Non-COVID images shown in figure 4 and 4044
COVID images shown in figure 3. The CT folder has 2628
Non-COVID images and 5427 COVID images.

In addition to this, the second dataset named COVID-
19 Radiography Datase is collected by a team of researchers
from Qatar university, Dhaka university, Doha and along with
the collaboration of Pakistani students. This dataset contains
3616 COVID-19 images shown in figure 3 positives cases
along with 10192 Normal images shown in figure 4, 6012
Lung Opacity, and 1345 Viral Pneumonia CXR images. For
this proposed work we have only used COVID-19 and Nor-
mal images. The train part includes 70% of images along
with 20% validation data and 10% testing data of the X-ray
images.

Fig. 3: COVID-19 Infected Images

Fig. 4: Normal Images

3.3. Experimental Results

We applied various pre-trained models on each dataset and
each model has some variation in the result in terms of met-
rics, accuracy, recall, precision, and f1-score on each dataset.

Accuracy is the number of correctly predicted data points
among all the predicted points.
Accuracy =

Truepos+Trueneg

Truepos+Falsepos+Trueneg+Falseneg
-

Precision is the ratio of true positive with anything that was
predicted as positive.
Precision =

Truepos
Truepos+Falsepos

-Recall is the ratio of ture
positive with anything that should have been predicted as pos-
itive.
Recall =

Truepos
Truepos+Falsepos

-F1-score is the harmonic mean
of precision and recall.
F1 − Score = PrecisionXRecall

2(Precision+Recall) The result of each model
for COVID-19-Dataset are given in the table 1 and COVID-
19 Radiography Dataset are given in the table 2.

Architecture Accuracy% Precision% Recall% F1-Score%

AlexNet [38] 70 99 29 44

VGG16 [39] 83 79 82 81

VGG19 [39] 86 86 84 85

Resnet50 [40] 65 60 55 57

Resnet101 [40] 85 88 79 84

ViT 88 85 87 86

Table 1: Result of Various Models on COVID-19-Dataset.

Architecture Accuracy% Precision% Recall% F1-Score%

AlexNet [38] 93 88 85 86

VGG16 [39] 26 26 58 42

VGG19 [39] 90 86 74 79

Resnet50 [40] 88 88 83 86

Resnet101 [40] 89 72 93 81

ViT 97 98 91 94

Table 2: Result of Various Models on COVID-
19 Radiography Dataset.

3.4. Ablation Study

In order to ensure that our proposed model is optimal, an ab-
lation study had conducted on binary classification datasets.
For this purpose, we conduct different experiments with vari-
ations in layer, dense layer, activation function, and dropout.
First of all, we change the transformer layers from 8 to 6, and
the accuracy of the model fall to 95%, and also checked on
10 layers which gives 96% with a little over fitting, so for this
purpose, we leave it on 8 layers because that gives us high ac-
curacy and non overfitted result. Moreover, we apply RELU
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instead of GELU which also gives 96% accuracy with a little
overfitting, this shows that GELU is slightly more effective
than RELU. In addition to this, we also add an extra MLP
layer of function GELU with 0.3 dropouts, the output was
overfitted, and fall the accuracy to 95%.

4. CONCLUSION

In this work, we proposed a framework for COVID-19 detec-
tion and classification from CXR images, various pre-trained
models are used for comparative analysis in terms of perfor-
mance. For the detection of COVID-19, we consider the [36]
and [37] datasets which are publically available. Further, we
applied different models and compare their results and pa-
rameters. Finally, we get a transformer model which has out-
performed the pre-trained models in terms of accuracy, pre-
cision, recall, and f1-score. COVID-19 is a big challenge to
the world. That dreadfully affect the health of people, live,
and business. To overcome this problem the identification of
the disease is crucial, to resolve this problem various methods
have been used to detect the virus. With the advancement in
technology and AI, the deep learning method has been widely
used for the detection of COVID-19. The advancement of
deep learning is enough accurate, inexpensive, and avoids the
limitation of experts. In the future, our aim is to make our
model more accurate by close to 100%. Furthermore, various
other lung diseases are to be included and classify them with
accurate results. In addition to this, we have made our project
much easier that can be easily adopted by health workers. .
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