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Abstract
We propose a continuous blind/no-reference video quality

assessment (NR-VQA) algorithm based on features extracted from
the bitstream, i.e., without decoding the video. The resulting algo-
rithm requires minimal training and adopts a simple multi-layer
perceptron for score prediction. The algorithm is computationally
appealing. To assess the performance of the algorithm, both the
Pearson Correlation Coefficient (PCC) and the Spearman Rank
Ordered Correlation Coefficient (SROCC) are computed between
the predicted values and the quality scores of two databases. The
proposed approach is shown to have a high correlation with hu-
man visual perception of quality.

Introduction
Recording, streaming and accessing video content has never

been easier and faster than today. As the Human Visual System
(HVS) processes more and more digital imaging data, assess its
quality becomes a major issue. To gather opinions from human
observers on video quality, a guideline is provided by the Rec-
ommendation BT.500 from the ITU-R [6]. The subjective tests
are conducted in a specific and controlled environment. As a re-
sult, a set of individual scores is used to compute the Mean Opin-
ion Score (MOS). Since subjective experiments are not suitable in
some cases, e.g. in real-time applications and streaming services,
and time consuming, large efforts have been made to develop ob-
jective metrics. Based on the properties of the HVS and the anal-
ysis of the video content and distortions, they automatically score
the quality of video. The aim is to judge the quality as humans
do and get the highest correlation with MOS. Such metrics are
divided into three categories, depending on the availability of an
original video, which refers to reference: 1) the Full-Reference
(FR) VQA, 2) the Reduced-Reference (RR) VQA and 3) the No-
Reference or blind (NR) VQA approaches. While FR and RR
schemes require an access to a reference or a set of representative
features of it, a NR method assess quality without any information
about the reference. Since a video can be parsed as a collection of
pixels or as a formatted bitstream, two different approaches exist
in each category. The first one is based on the extraction of fea-
tures computed into any of the spatial domain or a transformed
one. The second approach is to extract features directly from the
bitstream, without having to decode the video. The latters are
usually designed for a particular bitstream format, e.g., following
the H.264/AVC [4] or the H.265/HEVC [5] standards, in order to
extract bitstream features, which makes it computational-friendly.

In a forensic context, and in order to facilitate the analysis of
videos in a given time (around some ms), an automated solution
that continuously scores the quality of videos is developed. In
addition, due to the lack of the pristine reference, the proposed
scheme is a no-reference bitstream-based VQA.

State of the art
In the field of NR VQA metrics, Shahid et al. [14] present

a classification and a review of the last progresses. Most of the
work has been made using pixel-based approaches since they are
independent of the used technology. However, using a bitstream-
based approach, Keimel at al. [7] developed a VQA model which
extracted 64 features from an H.264 bitstream. They used a par-
tial least square regression as a quality predictor to fit with the
MOS. The initial database was composed of four 1080p reference
videos, compressed following 8 levels of compression which fi-
nally lead to 32 distorted videos. Shahid et al. [15], based on
Rosshlom and Lövström’s work [11], used machine learning al-
gorithms as a H.264 video quality estimator. In their last work
on H.264 bitstreams [13], a support vector machine uses 18 fea-
tures in order to predict the MOS and four FR VQA schemes. A
database of 120 distorted videos, with CIF and QCIF resolution
and 20-seconds long, is created. A further improvement is found
by the same authors on H.265 bitstreams [12], where a larger fea-
tures set and database are used and the prediction of the subjec-
tive MOS is also performed. Pandremmenou et al. [10] include
the influence of packet loss in their estimation of video quality
which made by the least absolute shrinkage and selection operator
(LASSO). The various models presented in this section predict a
single quality score per video, unlike our approach where we will
a continuous rating of video quality.

The proposed model
The synopsis of the proposed scheme is depicted in Fig.

1. Instead of assessing the quality of each image of the video,
the scoring is performed on each Group Of Pictures (GOP). For
each of them, a bitstream feature extraction is computed using a
homemade bitstream parser. Then, a trained Multi-Layer Percep-
tron (MLP) performs quality prediction on each GOP, namely the
Quality Scores (QS). The QS results are finally compiled in a con-
tinuous rating of the quality of the video. Since the most widely
used codec for coding CCTV contents is H.264/AVC, the devel-
oped scheme is dedicated to this codec, event if an extension to
H.265 codec can be designed.

Features extraction
A video is represented as a sequence of frames arranged in

GOP structures. Each GOP consists of an intra-coded frame,
namely the key frame, followed by inter-coded frames. Encod-
ing the intra-frame (I-frame) uses the JPEG compression algo-
rithm in order to reduce pixel information. In addition, to take ad-
vantage of temporal redundancies in a sequence of frames, inter-
frames are encoded as a set of Motions Vectors (MV) which rep-
resents the displacement of the current pixel block relative to
its corresponding block into the references frames. Predicted
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Figure 1. Overview of the proposed model

frames (P-frames) use only previous frames as references while
Bi-directional frames (B-frame) use both previous and upcoming
frames as references. In H.264/AVC, a frame is composed of a
set of slices, themselves represented by a sequence of chroma and
luma samples in the form of variable size blocks, namely the Mac-
roBlocks (MB). According to the Annex B of H.264/AVC stan-
dard [4], a bitstream is represented by three different layers, as
illustrated in Fig. 2. On the top, the Network Abstraction Layer
(NAL) layer contains video data units: the Video Coding Layer
(VLC) Network Abstraction Layer (NAL) units (NALUs). Each
VLC NALU describes one slice for the current frame. Slice data
are represented as a collection of MB including skip macroblock
indicator, i.e., the parts of the MB that have not been coded. At
the bottom, the MB layer presents the features of the current MB.

Figure 2. Overview of the different layers in a H.264/AVC bitstream

Inspired by the previous works on NR bitstream-based VQA
and the works of the Video Quality Experts Group (VQEG) on an
adjusted H.264 decoder which generates bitstream traces [2], the
NALUs are parsed by a modified H.264 decoder, derived from
the reference software [1]. This yields us to extract features at
different levels of accuracy. The extracted parameters are the fol-
lowing:

- f1 : the bitrate
- f2 : the average Quantization Parameter (QP),
- f3 : the delta QP, namely ∆QP
- f4, f5 : the average and maximum motion vector length
- f6, f7 the average and the maximum motion vector error

length
- f8, · · · , f10 : the percentage of intra-, inter- and skip-coded

MBs
- f11, · · · , f13 : the percentage of I-coded MBs with 16x16,

8x8, 4x4 partitioning modes
- f14, · · · , f17 : the percentage of P-coded MBs with 16x16,

16x8, 8x16 and 8x8 partitioning modes
- f18, · · · , f20 : the percentage of P-coded sub-MBs with 8x4,

4x8 and 4x4 partitioning modes
- f21, · · · , f24 : the percentage of B-coded MBs with 16x16,

16x8, 8x16 and 8x8 partitioning modes
- f25, · · · , f27 : the percentage of skipped P-coded, B-coded

MBs and direct B-coded MBs

The feature f1 is extracted directly from the slice layer while the
remaining features f2, . . . , f27 are computed from the macroblock
layer.

The feature f3 (∆QP ) is defined as:

∆QP = |QPslice −QPmb| (1)

where QPslice is QP extracted at slice level, and QPmb corresponds
to the mean of QP extracted for each MB from a slice.

This features extraction provides information about the dif-
ferent aspects of the video. Video distortion at slice and MB levels
are represented by the features f1, f2 and f3 while motion content
of the video is captured by the features f4 to f7. The encoder
choices in macroblock coding are finally exhibited by the remain-
ing features f8 to f27. The features f8 to f24 are described by the
tables 7-13 to 7-18 from the H.264/AVC standard [4]. For each
slice of any frame of a GOP, these 27 features fi are extracted.

Finally, a feature vector of each GOP k, namely VGOPk , is
computed as follows

VGOPk =

(
1

MN

M

∑
j=1

N

∑
i=1

fl,i, j

)
,∀l ∈ [1, . . . ,27] (2)

where fl,i, j represents the l-th feature of the i-th slice of the j-th
frame of the k-th GOP of the video.

Quality prediction
Once the feature vectors have been extracted from the bit-

stream, the quality score can be predicted for each GOP, in or-
der to get a continuous quality prediction of the video. Among
all available schemes, machine learning based approaches have
demonstrated their ability to predict quality score with a high
confidence and highest correlation with human judgments. From
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artificial neural networks schemes, the Multi-Layer Perceptron
(MLP) offers a simple and handy architecture to tackle this re-
gression problem and, furthermore, has been intensively used for
pattern classification, recognition, prediction and approximation
[13].

A MLP is a deep feedforward neural network which defines
a mapping function y = f (X ,θ) between the input vector of fea-
tures X and the associated output y. The network learns the intrin-
sic parameters θ in order to create the most accurate approxima-
tion function. At least composed of two layers, the input and the
output layers, the network may also contains additional so-called
hidden layers. They act as filters representing different levels of
information representation. Composed of bunches of neurons (or
nodes), layers are characterised by a set of weights ω and a bias
b, while layer outputs are shaped by a transfer function, the ac-
tivation function φ . Since layers are fully connected in a MLP,
the output y j of the node j of the layer lk is expressed as the sum
of the weighted outputs of the layer lk−1 shaped by the activation
function g :

y j = g
(

b+
N

∑
i=1

ωi jxi

)
(3)

where xi is the output of the node i in the layer lk−1, wi j is the
weight of the link between the node i in the layer lk−1 and the
node j in the layer lk and N is the width of the layer lk−1. His-
torically, the activation function traduces the fire up conditions
of a biological neuron as a step function. Continuous non-linear
and piece-wise linear functions are now commonly used. Their
differential properties are essential for applying backpropagation
algorithms. During the learning phase, the vectors of training ex-
amples Xi passes through all layers of the network in order to
predict the ground truth yi in the output layer. An error func-
tion, namely the loss function J, is computed to quantify the aver-
age of differences between the predicted output ŷi and the ground
truth yi. The mean square error (MSE) is employed as the loss
function J to deal with regression problems. In order to reduce
the loss function, the gradient descent optimization algorithm up-
dates the network parameters ω and b, collectively denote as θ ,
in the opposite direction of the gradient ∇θ of the loss function
J(θ) : θ = θ −α ·∇θ J(θ), where α is the learning rate. Dur-
ing this step, the backpropagation algorithm is used to compute
the gradient of the loss function with respect to the network pa-
rameters. It is common practice to use the mini-batch gradient
descent to optimize the parameters update. The network param-
eters are iteratively updated after the processing of one random
subset of training samples. With these various techniques, the
network learns the best tuning of its intrinsic parameters in order
to find the global minimum of the loss function. Once the model
is trained, the testing phase consists of propagating a new set of
samples through the network. This forward pass allows to eval-
uate the accuracy of the model is evaluated against an unknown
testing set.

To assess quality prediction on an unknown H.264 bitstream,
the best trade-off between complexity and performance is sought.
The number and the size of the hidden layers have been deter-
mined as follows: the final network is composed of three hidden
layers of 27 neurons each, the same size as the input feature vec-
tor. The rectified linear unit (ReLU) function is used as the ac-
tivation function by each layer and the loss function is described

by the MSE. The gradient descent optimizer and the backpropa-
gation algorithm are used together to ensure the network learns
the best possible parameter setting.

Searching for database
To feed the neural network describes in the previous part, a

video database is required. Due to our field of investigations, the
database must include videos from CCTV cameras and the associ-
ated continuous MOS, i.e., the continuous ground truth which can
be viewed as a quality score for each frame. To the best of our
knowledge, such CCTV video databases with continuous MOS
are not available. Moreover, no unspecific video database with a
continuous MOS has been published yet. By the way, we have
to face a twofold challenge: 1) build a CCTV database and 2)
provide the associated ground truth.

Database design
In order to build a consistent database, 20 CCTV video se-

quences have been selected for their potential interest. They rep-
resent various situations and localization. CCTV cameras are lo-
cated above roads and highways, but also above parking lots, busy
streets and industrial and residential areas. They can be fixed, ro-
tating and they can zoom on areas of interest. Video sequences
are taken at different times of the day (day, night, sunset, sunrise)
taking account of variations in lighting conditions. The video se-
quences have a resolution of 1280x720 pixels (HD) and last be-
tween 30 seconds and 5 minutes. A snapshot of the database is
presented Fig. 3. After collecting the initial 20 videos, the aim
is to build the final database containing each video at different
compression levels. The x264 library, included in the well-known
FFmpeg software, is used to encode each video with 11 different
levels of compression. Set by the QP parameter, the compression
ratio of encoded videos fluctuates between low (QP = 20) and
high (QP = 51) levels.

The final database, namely the G-CCTV database, is com-
posed of 20 references videos and its 11 distorted versions, for
a total of 240 videos. From a GOP point of view, the G-CCTV
database contains 67 892 samples, which will be fed by the net-
work, a part of them for the training phase, the remaining for test
one.

Ground truth generation
For each GOP of the G-CCTV database, a vector of 27 fea-

tures is computed which is used as the input of the designed MLP.
Yet, to train the proposed scheme, a ground-truth is needed to ad-
just hyper-parameters values.

Usually, psycho-visual tests with many people are used to
generate such a ground-truth, i.e., the MOS. Specific and con-
trolled associated environments for those tests are defined by the
ITU-R BT.500-14 recommendation [3]. Yet, such a test suffers
many drawbacks: the selection of people involved in the test, the
process is time consuming (many hours over several month), ac-
cess to a dedicated room, and so on.

In this paper, we investigate how it is possible to use scores
provided by VQA algorithms. In other words, can we estimate the
amount of bias we might induces if the scoring is performed using
existing VQA algorithms, and are observed differences between
subjective scores and predicted scores statistically significant?

Among all existing VQA algortihms, four FR I/VQA
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Figure 3. A snapshot of the reference videos of the G-CCTV database

schemes have been selected: Structural Similarity (SSIM) In-
dex [21], the Multi-Scale Structural Similarity (MS-SSIM) In-
dex [20], the Visual Information Fidelity (VIF) [16] and the
Video Multi-method Assessment Fusion (VMAF) [9]. All those
schemes provide the highest correlation with human judgments
and the implementations of the algorithms were either publicly
available on the Internet or obtained from the authors. A brief
description of the trail VQA algorithms are hereafter:

1. SSIM is a widely used structural-based IQA. It computes
the structural similarities of two images by comparing three
features as the luminance, the contrast and the structure. The
similarities are calculated locally, and the computations are
performed by a sliding window, before averaging over the
entire image.

2. MS-SSIM is an iterative IQA as an extension of the SSIM
Index. Similarities are computed at different stages. Be-
tween each stage, the images are low-pass filtered and down-
sample. The image quality is finally assessed on the last
stage.

3. VIF is a statistical IQA which uses Natural Scenes Statistics
(NSS) to model natural inputs images. The source image,
namely the reference, is modeled by a Gaussian Scale Mix-
ture (GSM). The tested image is modeled by the distortion
model. It is obtained by attenuating and adding Gaussian
noise to the source model. VIF is finally computed between
the two images by comparing their VIF criterion.

4. VMAF is an open-source, learning-based FR VQA model.
It fuses two FR IQA models, DLM [8] and VIF [16] and
a temporal feature as three inputs of a Support Vector Ma-
chine (SVM) algorithm. The machine learning algorithm is
trained on Netflix databases to match with MOS scores.

In order to evaluate the bias we introduced exploiting FR
VQA values instead of subjective ones, we applied a hypothe-
sis test between the subjective scores and the ratings provided by
the trial VQA algorithms. This test is based on the Student t-test
which determines whether two population means are equal or not.

The t-test is performed on the dataset provided by the LIVE
Wild Compressed Video Quality Database [22]. The database is
composed of 55 reference videos from the LIVE Video Quality
Challenge (VQC) Database [17, 18, 19]. This latter will be de-
scribed in the following section. Each reference is down-scaled
and compressed by the H.264 codec at four different compression

levels, for a total of 220 distorted videos. For this database, the
authors computed the MOS on the whole database, leading to 275
subjective scores. The four schemes presented above are full ref-
erence metrics, so it makes sense to perform the t-test between
the Differential MOS (DMOS) and the four FR VQA values. The
DMOS of a distorted video y is computed from the MOS of the
reference video x and the MOS of the distorted video y as :

DMOS(y) = MOS(x)−MOS(y) (4)

To use the same range as the MOS, from 0 (bad) to 100 (excel-
lent), the DMOS is normalized by the min-max scaler and multi-
ply by a factor 100. The final nDMOS of the distorted video y is
expressed as :

nDMOS(y) =
DMOS(y)−min(DMOS)

max(DMOS)−min(DMOS)
·102 (5)

The results of the two-sided t-test, from the quality scores gener-
ated on the 220 compressed videos, are presented in tab. 1. The
significant level in order to reject the null hypothesis is α = 0.05.
Rejection of the null hypothesis, i.e., the t-test shows that two
populations are statistically different, is represented by a 1 when
p− value ≤ α . Affirmation of the null hypothesis, i.e., the t-test
shows that two populations are not statistically different, is repre-
sented by 0 when p− value ≥ α . As we can observe, VMAF is
the only VQA that does not present statistical differences between
the predicted quality score and the nDMOS, as the null hypothesis
is not rejected.

Thus, we assume that VMAF can be used to provide Quality
Scores (QS) that can serve as ground truth without introducing
statistically significant bias.

SSIM, MS-SSIM and VIF quality scores will serve as ground
truths thereafter for performance comparisons.

Results
The results are divided in two parts. Firstly, the model is

trained and tested on the G-CCTV database and the performances
are computed using trail VQA algorithms as ground-truth.

Secondly, the generalization capability of the proposed
scheme is investigated. The model is trained on the entire G-
CCTV database, and it is tested on another database, namely the
LIVE VQC Database [17, 18, 19], and vice-versa. In order to
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T-test results between nDMOS values and the predicted scores
of the four FR VQA schemes on the LIVE Wild Compressed
Video Quality Database. For the last column, the symbol gives
the result of the hypothesis test on the database: ’1’ means
that the mean of the scores provided by the algorithm for the
row is statistically different than the mean of dMOS, ’0’ means
it is not statistically different.

Metrics T-value P-value nDMOS

SSIM 33.85 2.66 ·10−121 1

MS-SSIM 33.85 2.60 ·10−121 1

VIF 34.03 4.98 ·10−122 1

VMAF 0.33 0.74 0

quantify the model performances, the Pearson Correlation Coef-
ficient (PCC) and the Spearman Rank Order Correlation Coeffi-
cient (SROCC) are computed between the predicted QS by the
proposed scheme and the ground truth values.

Model performance
In order to properly evaluate the performance of the model,

the G-CCTV database is divided into two distinct subsets: one
dedicated to the training phase and one to the testing phase. The
first one represents 70 % of the database, composed of videos
from 14 randomly selected reference videos, and the second one
is composed of the remaining 30 %, composed of videos from the
6 remaining reference videos. The prediction of the QS, obtained
by the model, is repeated 1000 times, with for each iteration a
new random splitting of the training set and the test set. The Fig.
4 shows the performance of the model represented by the PCC
and the SROCC between the expected QS values (provided by
the four trail algorithms) and the QS predicted by the model, with
their 99% confidence interval. The highest correlation rate is ob-

Figure 4. Performance of the proposed model using each of the four FR-

VQA methods as ground truth. The PCC and SROCC values are shown with

their 99% confidence intervals.

tained when VMAF scores are used to train the model, with a
score of 0.99. Considering VIF, the correlation rates are approx-
imately 0.98. Since VIF is an intrinsic part of VMAF, it is not

surprising to find similar correlation scores. The same holds for
SSIM and MS-SSIM where the correlation scores although lower
are very close, up to 0.96. The 27 bitstream features are more cor-
related to QS generated by VMAF or VIF models than SSIM or
MS-SSIM models. These results consolidate our previous results,
which show the relevance of using VMAF instead of DMOS as a
ground truth.

Database Independence
The generated G-CCTV database contains only specific

types of videos. In order to not limit the model to CCTV videos,
we have investigated the independence of the model with respect
to the content of the training database. For this, the LIVE VQC
database is used for the richness of its content. It is composed of
585 videos of different resolutions, captured on the fly by 80 users
with a various set of smartphones. Each video content comes from
natural scenes such as concerts, sport events, travel videos and so
on.

As for the G-CCTV database, a new database, derived from
the LIVE VQC database, of 6435 compressed videos and the 585
associated references is created by modulating the QP value dur-
ing the encoding process. It produces 107 484 samples, corre-
sponding to each GOP of the database, on which the ground truth
is provided by VMAF.

Performance of the model using different databases for train-
ing and testing, with a ground truth generated by VMAF.

PCC SROCC

Test set
Train set G- LIVE- G- LIVE-

CCTV VQC CCTV VQC

G-CCTV - 0.957 - 0.948

LIVE-VQC 0.948 - 0.938 -

To evaluate the model performances over the two databases,
the model is firstly trained on the whole G-CCTV database and
then tested on the whole derived LIVE VQC database. The re-
verse operation is performed, i.e., the model is trained on the
derived LIVE VQC database and then tested on the G-CCTV
database.

As previously, a replication strategy of 1000 replicates is ap-
plied to compute the quality scores. Both PCC and SROCC are
used to evaluate the performance of the proposed approach.

The results are provided in tab. 2. The correlation rates
achieved in both cases remain consistent, despite the use of dif-
ferent training and test databases. The obtained values are around
0.95 and are very similar in both cases, with slightly higher results
when the model is trained on the LIVE VQC database. As this
database is richer in content types, it is not surprising to observe
this trend. These results show that the used database to train the
model has very limited influence on the performance of the sys-
tem. Thus, the developed model can be used to evaluate the qual-
ity of any video database while maintaining high performance.

Conclusion
We have described a bitstream-based approach to the no-

reference/blind VQA problem. The proposed algorithm continu-
ously scores the quality of the video, instead of providing only one
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score. The new NR-VQA model uses a small number of computa-
tionally convenient features directly extracted from the bitstream.
The algorithm can be easily trained to achieve excellent predictive
performance using a MLP model. The method correlates highly
with human visual judgments of quality.

We have shown that when no DMOS are available, it is pos-
sible to use predicted scores to train the model. Investigations
allow us to hypothesize that scores obtained using VMAF can be
used as ground-truth to train the model. In addition, it as been
shown that no bias is introduced in the results.
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