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ABSTRACT

We proposed a deep learning-based approach for pig key-
point detection. In a nutshell, we explored transfer learning
to adapt a human pose estimation model for the pigs. In total,
we tested three different models and eventually trained open-
pose on the pig data. For training, the data is annotated in
COCO format. Additionally, we visualized the pixel level re-
sponse of the network named PAF (part infinity field) on the
test frames to highlight the model learning capabilities. The
trained model shows promising results and open new a door
for further research.

Index Terms— pose estimation, Coco format, data visu-
alization.

1. INTRODUCTION

The world population will exceed 9 billion people by 2050,
and thus food production needs to increase by 60%. In the
last 50 years, the rise in global meat consumption resulted in
a 400% increase in high-quality protein production1. Such an
exponential upswing in global meat production has environ-
mental and societal consequences regarding greenhouse gas
emissions, use of forest land and freshwater resources, and
animal welfare. This challenges the meat industry to improve
sustainability and animal welfare within livestock production.
Technology use can improve animal welfare and make food
production sustainable while saving time and money. Improv-
ing farm production complying with animal welfare regula-
tions is a challenging but possible task. For example, breed-
ing companies can exploit vision-based solutions to monitor
animal behavior and extract novel animal traits to enhance
breeding programs. Compared to manual monitoring of ani-
mals, computer vision provides a non-invasive solution. Re-
garding animal monitoring, pose estimation is the first step
that needs a solution as accurately as possible. It is a low-
level task, but many high-level behavior inference techniques
are based on it.

Pose estimation is a active field of research in computer
vision and has potential applications in human behavior anal-
ysis [1–5], virtual reality [6, 7], action recognition [8–15],
segmentation [16–20], object detection [21–28], autonomous
driving [29–31], tracking [32–39, 39–45], medical imaging
[46–49] and facial emotion recognition [50, 51] to name to a

few. In the last few years, substantial progress has been made
and many state-of-the-art algorithms are introduced. How-
ever, they are mainly focused on human and almost all the
research is done on the human subject. Animal, and specifi-
cally, pig pose estimation is of great interest for the pig breed-
ing companies where the interest is to estimate the behavior of
animals through pose analysis for the improvement of the an-
imal breeding. Inspired by this notion, in this paper, we inves-
tigated a widely adopted deep learning strategy named Trans-
fer learning for adopting a human pose estimation model to a
pig pose estimation model. In a nutshell, the contribution of
the paper are 2 folds:

• We collected data in a pig farm and annotated the
frames for salient keypoints of pigs.

• Based on the annotated data, we explored different deep
learning models for the pig pose estimation. We trained
OpenPose on the pig data and evaluate the results qual-
itatively.

Fig. 1: 3D model of human, as used in DensePose labeling
and prediction. Figure courtsey DensePose [52]

The rest of the paper is organized in the following order. In
section 2, a brief overview of the model that we included in
our study is given. Data labelling and annotaiton details are
listed in section 3. The experimental setup and results are
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Fig. 2: Skeleton Extraction of different animal spices [53].

discussed in section 4. The future directions and the final
remarks are given in section 5 which concludes the paper.

2. RELEVANT MODELS

2.1. DensePose

The first model we evaluated for this task was Dense-
Pose [52]. The model outputs a 3D model of the surface
of the human. DensePose uses a novel annotation pipeline,
where every body part is placed on a 3D model of the human,
which represents a problem. To annotate a pig, we would
have to customize the annotation pipeline by using a textured
3D model of a pig instead of a human split the model into
each bodypart and place it into the annotator. This was not
feasible as we did not have a 3D model of a pig. We also
did not need a full 3D model of the pig in the output, but we
only needed the location of the poses. In Figure 1 we show
an example output model of the algorithm and the UV-map
of the model.

Fig. 3: Pose output of OpenPose on a youtube Video [54].

2.2. DeepPoseKit

DeepPoseKit [53] has a complete pipeline for creating skele-
tons, labeling data, training the network and performing pose
estimation. This project is limited to pose estimation on a sin-
gle individual. If we would want to add support for multiple
animal pose estimation, we would have to find the location
of all the animals in the image, crop the image and only find
the pose of the single animal in the frame, then add the re-
sults together again. This was not feasible as this is not yet

implemented in the software package. DeepPoseKit can im-
port annotated data from DeepLabCut, which is discussed in
section VI.

2.3. OpenPose

OpenPose can do realtime 2d pose estimation on multiple
people in an image. This method uses Part Affinity Fields
(PAF), and uses this to achieve constant performance with
regards to the amount of people in an image. The official
CMU OpenPose library includes a pre-trained model which
can be run in the terminal for pose estimation on multiple hu-
mans. We used this model to create results on humans, and
as can be seen Figure 4, the results were pretty good. We met
difficulties when trying to install Google’s Open- Pose im-
plementation based on Caffe, so the implementation we tried
was the lightweight OpenPose implementation written in Py-
Torch, which we will come back to in section VII.

Fig. 4: Coco keypoint skeleton of pig.

3. DATA PREPARATION

To create our dataset we decided to use the COCO format be-
cause this was a widely accepted format for labeled image/
video data. The COCO format supports image annotations
for a variety of problems like image categorization, object
detection, segmentation and human keypoint detection. For
the keypoint detection task, the COCO format contains infor-
mation about the image metadata, categories (human, apple,
pig) information on where the keypoints lie in the image and
a skeleton describing the connection of the keypoints. The
COCO dataset has only keypoint annotations for humans, and
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Fig. 5: Overall pipeline: The method takes the entire image as the input for a two-branch CNN to jointly predict confidence
maps for body part detection, shown in (b), and part affinity fields for parts association, shown in (c). The parsing step performs
a set of bipartite matchings to associate body parts candidates (d). Finally they are assemble into full body poses for all people
in the image (e). Figure Courtesy [54]

not for pigs. Therefore we created our own dataset. For every
pig in every labeled image, we store the x and y coordinate
of all the keypoints and also indicate if the keypoint is visi-
ble or not through an indicator variable (1 or 2). We also had
to decide on the skeleton of our pig. We decided to use a 5-
point skeleton for our dataset, where the key points lie on the
nose, left and right ear, neck and tail. We chose the 5-point
skeleton because it gives the most descriptive keypoints of a
pig. Based on these assuption, we plot the skeleton as given
in Figure 4. Here, the white points are labelled as visible,
and the black points (in this case nose, left and right ear) are
barely/not visible and are labelled as not visible.

3.1. Labeling

For creating hundreds of labeled images, each with an av-
erage of 10 pigs, we used the open source software Coco-
Annotator. This helped us effectively label the images in an
interactive GUI, organize the labeled info, export the labels
to a COCO JSON file, and import and merge any changes to
the dataset done. This made the collaborative labeling efforts
straight forward. Our training data ended up with 150 labeled
images containing 1413 labeled pigs. The graphical depiction
of COCO interative GUI can be seen in Figure 6

Fig. 6: Depiction of fully annotated frame with COCO inter-
active GUI.

Learning rate 4e-5
Number of Epochs 279

Training time 126 mints
Batch size 32

Inference time 0.8 sec
PAF threshold σ 0.05 sec
Success ratio τ 0.8 sec

Table 1: Empirical parameters, training and inference time

4. EXPERIMENTS

Our model is trained on 2 GPU GeForce GTX 2080. The
frames are selected randomly over an interval of at least 100
frames. To ensure the frames contain different information,
each frame is manually inspected. On average, each frame is
annotated in 12 minutes 6. The details of training parameters
are listed in table 1. The empirical parameters PAF threshold
(σ) and success ration (τ ) are similar to [54].

4.1. Results of DeepLabCut

In order to get familiar with prototyping, we first explored
DeepLabCut [53] which is a software package for creating
multi-animal pose estimations. The software package uses
ResNet50 and features a GUI with a well-documented work-
flow which includes all the steps needed to go from raw
images to being able to predict poses on the images. The
workflow includes defining the skeleton, extracting frames
to label from the video, labeling the frames, training the net-
work, evaluating the network, predict poses on video and
even clean the predicted poses and track individuals by en-
suring the skeletons do not switch from one individual to
another in the same video. However, there are certain limita-
tions of DeepLabCut. For example, the dataset labeled using
DeepLabCut’s built-in labeler only consisted of 20 images,
and the format used to store these labels was not widespread.
There was no possibility to import the COCO dataset. The
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dataset also limited the number of individuals it could detect.
If the dataset has been labeled using ten pigs in every image,
this would be the limit and the model would fail in cases
where there were more than ten pigs in the pen. Because
this would be a prototype, we only trained the network for
1000 iterations on a CPU, while the recommended amount of
iterations was 50000. Because of these limitations, the model
failed to predict some of the keypoints on the pigs in Figure
7, and it was therefore unable to assemble the skeleton. The
tracking information created by DeepLabCut was also not
usable, as it was all over the place and could not be used for
behavioral analysis.

Fig. 7: Output of DeepCutLab.

4.2. Results of Lightweight OpenPose

We used a light weight Openpose PyTorch implementation
with minimal dependencies. The model is called lightweight
because instead of using the classical VGG for feature extrac-
tion, it is based on mobilenet [55] for extracting the spatial
features from the input images.

Fig. 8: OpenPose output.

Based on the parameters listed in Table 1, we trained the
model on our annotated data. It can be seen that in Figure 8
the model learned and able to extract the key points. Here the
key points are marked with an id based on the index from the
following array [”nose”, ”earleft”, ”earright”, ”neck”,

”back”, ”tail”]. The model is able to do a good job to match
the key points to the correct location. We also tested the
model with different input size of the images. By applying
scaling as a transformation to the model, we were able to both
get fast and good results.

5. FUTURE DIRECTIONS

Many ways could improve the results. The simplest and most
obvious way for improving the results is to give the model
more data. Like most machine learning models, data and re-
sults have a significant correlation. We could also use a more
efficient annotation environment, which uses the pose estima-
tion model to suggest poses and use the resources to refine the
poses. Active learning can also be used in the labeling process
to prevent labeling in the least informative frames, and focus
on labeling efforts on frames with high loss. Using data from
different environments and different pig species can help in
generalizing the model, so it is more robust in unseen envi-
ronments.

5.1. Conclusion

Seeing good results for human pose estimation is common.
We explored transfer learning on state-of-the-art machine
learning models to transform a human pose estimation model
into a pig pose estimator. In a nutshell, we proposed a deep
learning-based approach for pig key-point detection. In to-
tal, we tested three different models and eventually trained
open-pose on the pig data. For training, the data is annotated
in COCO format. Additionally, for highlighting the model
learning capabilities, we visualized the pixel level response
of the network named PAF (part infinity field) on the test
frames. The trained model shows promising results and open
new a door for further research.
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