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Abstract—Multi-object tracking is an active computer vision
problem that has gained consistent interest due to its wide
range of applications in many areas like surveillance, autonomous
driving, entertainment, and, gaming to name a few. In the age
of deep learning, many computer vision tasks have benefited
from the convolutions neural network. They have been opti-
mized with rapid development, whereas multi-target tracking
remains challenging. A variety of models have benefited from
the representational power of deep learning to tackle this issue.
This paper inspects three CNN-based models that have achieved
state-of-the-art performance in addressing this problem. All three
models follow a different paradigm and provide a key inside of the
development of the field. We examined the models and conducted
experiments on the three models using the benchmark dataset.
The quantitative results from the state-of-the-art models are listed
in the standard metrics and provide the basis for future research
in the field.

Index Terms—Multi target tracking, Deep learning, Computer
vision

I. INTRODUCTION

Multi-target tracking has captivated researchers from last
decades due to its applications in various disciplines, including
human-computer interaction [2], [7], video surveillance [14],
[23] and virtual reality [17], [19]. Multi-target tracking has a
variety of applications in the areas like pose estimation [8],
[13], behavior analysis [6], [18], surveillance [10], [20] and
security. Despite the numerous ways [3], [21], [22] that have
been presented to address this problem, it remains a difficult
challenge to solve. In general, MTT algorithms assign each
identified object a unique id that remains unique to the object
for a certain period. Motion trajectories for objects to be
tracked are constructed using these Ids. The efficiency of target
tracking is highly dependent on the precision of the object
detection system. The challenge of MTT could be the product
of different occlusions and interactions between objects, which
may also be identical in appearances in addition to problems of
background clutter, pose changing, initialization, and termina-
tion of tracks. Many algorithms are proposed to achieve robust
tracking. There are a variety of datasets available to test the
algorithms and draw comparisons between them. Since deep
neural networks (DNNs) can retrieve abstract and complex
features by learning rich representations from inputs, they have
been utilized in top-performing MOT algorithms, aiding in
resolving the subtask in which the problem is divided. There
is a broad scope of approaches introduced in the field of MTT.
However, most MTT algorithms follow all/a piece of the steps
identified by [27] as follows:

Fig. 1. Illustrates the usual work flow of MOT algorithm involving detection,
motion prediction, affinity stage and association step. [27]

• The task involves identifying and locating objects (be-
longing to the target class) in each input frame by creating
bounding boxes around those objects or labeling each
pixel containing that object, called detection.

• Motion prediction stage: The algorithm extract motion
features by analyzing the detections or tracklets. Addi-
tionally, the motion predictor could determine the fol-
lowing location of each object being tracked in the same
step.

• Affinity Stage: Predictions computed in the previous stage
are used to determine the distance score or similarity
between tracklets/detection pairs.

• Association Stage: This step involves linking detections
with tracklets that belong to the same target and assigning
the ID to those that identify the same target by utilizing
the distance score/ similarity.

After inspecting recent developments in the field of multi-
target tracking, we experiment on three multi-target tracking
algorithms that make use of deep learning capabilities on
the MOT17 dataset and provide a performance comparison
between them. This paper will briefly describe the imple-
mentation of the MTT algorithms, details of the conducted
experiments, the data set used to conduct the experiments,
and the metrics used to evaluate results. We then summarize
experimental results to provide quantitative comparisons and
to point to some critical observations by evaluating these
results.

II. METHODS

The table 1 illustrates the information of Methods that’s are
investigated end evaluated in this paper.
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TABLE I
STATE-OF-THE-ART CNN BASED MOT ALGORITHMS

Year Full Name Mode Weblink

2019

Deep Affinity
Network
for Multiple
object tracking

Online https://github.com/shijieS/SST.git.

2019

Towards
Real-Time
Multi-Object
Tracking

Online https://github.com/Zhongdao/Towards-
Realtime-MOT

2019
Tracking with-
out bells and
whistles

Online https://git.io/fjQr8

A. Deep Affinity Network (DAN) for MOT

ShiJie at el. [16] proposed an online tracking algorithm
called Deep affinity based network (DAN) that models target
appearances in association with their affinities across two
different adjacent or non-adjacent video frames. The overall
method takes advantage of CNN’s effective affinity estimation
in order to link targets in the current frame to those in several
previous frames to measure accurate trajectories. The figure
2 illustrates the DAN architecture, which is divided into two
components a) Feature extractor and b) Affinity estimator. The
entire network in trainable from end to end. For the training
it requires, pair of video frames and its object centers. The
network does not restrict two frames to appear consecutively
in video instead it allow frames to be n timestamps apart.
Whereas DAN network is ultimately deployed to track ob-
jects in consecutive video frames, training them with non-
consecutive frames benefits the overall approach in accurately
associating objects in a given frame to those in multiple
previous frames.

Fig. 2. Semantics illustration of Deep Affinity Network (DAN) [16]

The main components are briefly discussed as follow:
• Feature Extractor performs an extraction process by

passing two video frames and object centers through two
streams of convolution layers. These streams are based on
VGG architecture, having fully linked and softmax layers
converting to convolution layers. As per the available
datasets, the size of the input frame is also kept wide
as compare to original VGG16. The 36-layerd extension
network is preferred as reduces feature map size to 3 x
3 and results in better performance, also comprehensive

appearance modeling is ensured at multiple abstraction
layers. As it has wide receptive field, the latter layers
of extension sub network provide better modeling of the
object surrounding, which increases overall performance.
Moreover, knowing the object center location allows the
model to extract center pixels of the object as their
representative features.

• Affinity estimator The key role of this component of
DAN is the computation of affinities among objects by
utilizing extracted features. It consists of a compression
network, having 5 convolution layers with 1 x1 kernels.
The network projects a tensor that computes object fea-
tures combination to encode similarities between the fea-
tures between objects, which contributes to the adjacent
objects not to get influenced by the feature maps.

The DAN network operates in such a way that it requires
a single frame as its input, along with the location of the
object center. The feature matrix is computed by the feature
extractor for the input frame and proceeds to the affinity
estimator, which uses the feature metrix to determine the
tensor for the frame pair. Thus each frame is processed through
an object detector and a feature extractor only once but the
features are used numerous times for computing affinities with
several other frames in pairs. The comprehensive appearance
modeling and effective affinity computation is the strength of
DAN approach. This model claims to be the first deep network
models that have computed object appearance and computed
inter frame object affinities simultaneously which has sets its
performance apart from other methods.

B. Towards Real-Time Multi-Object Tracking

Since multi-target tracking usually divided into the step of
localizing object in frames and assigning trajectories to those
objects, which requires system to have two components i.e.
detector and embedding model (termed as Separate detection
and Embedding – SDE methods), the overall inference time
which is summation of the two components increases as target
increase. Such models bring critical efficiency issues when
designing Real time MOT systems. Wang et al. [24] put
forward Joined detection and embedding model (JDE) that
enables the detection and targets to be learned in a shared
model thus re-computation is avoided. It works in a real time
and as precise as other SDE methods.

1) Architecture Overview: The JDE architecture is based
on the Feature Pyramid Network (FPN) which gives better
results in situations where the target scale varies. FPN predicts
target from multiple scales. JDE networks obtain feature
map of video frame using backbone network at 3 different
scales, the feature maps are up scaled and fused, then the
predictions heads are added upon these fused features at all
three scales. Prediction head a stacked convolutional layers
and produces a dense prediction map. The detection branch
of JDE is implemented in the same way as the RPN [11],
with a few improvements in the configuration of the anchors
in terms of numbers, sizes and aspect ratio, and the selection
of the required threshold value for the foreground/background
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allocation. Thresholds are useful and efficiently eliminate false
alarms, which typically occur under heavy occlusions. The
two loss functions that are part of the learning objective of
detection are foreground/background classification loss and
bounding loss of regression, and described as a cross-entropic
loss and a smooth loss respectively. Regression targets are
encoded in the same way as the RPN.

To achieve an embedded learning, the model used triple
loss. However, formulation of triple loss has problem of huge
sampling space in the training set. Therefore, the model look
at the mini batch and mine all the negative samples and the
hardest positives sample in this mini- batch. Figure 3 shows
architecture of JDE model.

Fig. 3. Illustrates Network architecture (a) and the prediction head (b) for
JDE model [24]

C. Tracking without bells and whistles

The tracking problem consist on several challenging tasks
that include object re-identification, motion prediction and
dealing with occlusions. Tracking by detection paradigm is
considered as the most preferred paradigm to solve the prob-
lem of tracking objects in multiple frames, and is divided
into the detection step and linking step. The linking step i.e.
forming association with corresponding detections across time
is challenging on its own due to lost and false detections,
occlusions and interactions between the targets in crowded
environments. To address these challenges, researchers have
developed increasingly complicated models with only little
improved performance. Philipp at el. [1] proposed a method
for tracking without focusing on any of these specific tasks,
i.e., the training data was not trained or optimized, and the
tracking results were obtained by training a neural network
solely on the detection task. The model uses the bounding
box regression of an object detector to forecast the position of
an item in matching frames, effectively converting the detector
into a tracktor.

Figure 4 illustrates the working of MTT only with the object
detector in two steps. The object detector regression adjusts
the old frame t-1 track bounding boxes to the new location of
the item at frame t in the first step. The modified bounding
box positions’ matching object classification scores are then
utilized to remove possibly occluded tracks. This strategy has
two major advantages. This tracker is online since it does not
require tracking-specific training and does not do extensive
optimization during the test period.

1) Architecture overview: The regression based detector is
the core element of the tracking pipeline. For detection task,
Faster R-CNN is utilized to apply a Region proposal network
that generate a multitude of bounding boxes for each targeted

Fig. 4. Illustration of tracktor achitecture

object. For each proposal, feature maps are extracted using Re-
gion of interest (ROI) pooling [5], followed by passing through
the classification and regression heads. The proposal was then
given an object score by a classification head, a bounding box
refined by a regression head in close proximity to an object.
The detector then applies non-maximum suppression (NMS)
to refined boundary box proposals, and then returns the final
set of object detection.

Extracting trajectories of objects in a video sequence, is a
challenge of multi-object tracking. The model sub-divide the
task into the steps of bounding box regression and track ini-
tialization. During the first step, the bounding box regression
is utilized to extend active trajectories to current frame i.e. ap-
plying ROI pooling on current frame features with coordinates
of previous bounding box. The identity is transferred from
the previous one to the regressed bounding box automatically,
forming trajectory efficiently, this apply for all the subsequent
frames. The second step involves bounding box initialization.
The model consider new trajectory for detection only if it is
covering new object, which does not belong to any previous
trajectory.

It is worth noting that the model relies entirely on the object
detection process, and no further training or optimization of
complex tracking is needed. This enables tracker to directly
benefit from enhanced object detection methods and most
significantly, allow a relatively cheap transition to various
tracking datasets or situations where there is no ground truth
but just detection data available.

III. EXPERIMENT

This section will evaluate the above discussed models on
well-known object tracking challenge i.e. MOT17 dataset. The
evaluation of methods were performed on IDUN computing
cluster [15] . The cluster has over 70 nodes and 90 GPGPUs.
Each node contains two cores of Intel Xeon, at least 128 GB
of main memory, and is connected to the Infiniband network.
Half the nodes are fitted with two or more Nvidia Tesla P100
or V100 GPGPUs. Idun’s storage is supported by two storage
arrays and a parallel distributed Lustre file system.

A. Implementation details

DAN was implemented using Pytorch framework [26],
Nvidia Tesla P100 GPU is used to perform training. In order to
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optimize the hyper-parameters of DAN, MOT17 [12] dataset
, due to its manageable size, is utilized. Validation set to train
the model was specified. The hyper-parameters values are set
such that the Batch size = 8, number of epochs per model
training = 90, the maximum number of objects allowed per
frame = 80. All the data for both train and test were resized
to 900 X 900 as per the input frame size. Learning rate for a
network is set to 0.01.

For JDE, DarkNet-53 [9] was utilized as backbone network.
The network is trained with epochs = 90, learning rate is set
to 0.01. To minimize over-fitting, numerous data improvement
methods, for instance random rotation, random scale and color
jittering, are used to minimize over-fitting. The augmented
images are eventually adjusted to a defined resolution. The
input resolution is set as 1088 × 608.

For tracktor, since this model perform tracking with object
detection method with no dedicated training or optimization
on ground truth data, we use pre-trained (FRCNN) [52] multi-
object detector with Feature Pyramid Networks (FPN) as it
provided with [1] implementation, batch size = 1, number of
extracted regions are R = 256

B. Multiple Object Tracking 17 (MOT17)
Some benchmarks are established to facilitate research areas

in order to obtain an objective measure of performance. One of
the most recent benchmarks is the MOT17 (Multiple Object
Tracking 17) challenge. It consists of a series of 14 video
sequences of various indoor and outdoor crowded scenarios,
from different points of view, different camera motion and
under different weather conditions. Every sequence is provided
with three sets of detections: DPM [25], Faster-RCNN [11],
and SDP [26]. Each sequence is divided into two clips, one
for each training and testing. Both online and offline tracking
approaches are accepted by this challenge, where the frames
are allowed to use future video frames in order to make
predictions of tracks.

C. Dataset
The MOT17 dataset comprises of seven training videos

provided with their ground truth tracks and detections from
three detectors. The scenes differ considerably in terms of
lighting conditions, background and view point of the camera.
They differ from one another in terms of frame rate, number
of objects per frame, and number of tracks, which make the
dataset difficult. The key attributes of the MOT17 training
dataset are summarized in Table II.

D. MOT Evaluation metrics
In order to evaluate performance of MOT approaches, eval-

uation metrics are required as they provide quantitative com-
parison. Evaluation of MOT models are not straight forward
and different components and parameters impact on overall
performance, hence it is essential to measure the impact.

The evaluation metrics that we used to compute the results
and evaluate the performance are listed in table iii.

Metrics for tracking are categorized into subcategories by
different attributes and defined by [32] as follows:

TABLE II
MOT17 TRAINING DATASET ATTRIBUTES [12] DETECTED BOXES GIVEN

THE DETECTORS ARE LISTED IN LAST THREE COLUMNS, ‘DENSITY’
REPRESENTS THE AVERAGE NUMBER OF OBJECTS PER FRAME, WHILE

‘MOVE’ SPECIFIES IF THE MOVING CAMERA WAS USED WHILE
RECORDING THE VIDEO. [16]

Video
In-
dex

Resolution FPS Tracks Density Move DPM
[4]

SPD
[26]

FRCNN
[11]

02 1920X1080 30 62 31.0 N 7267 11639 8186
04 1920X1080 30 1050 45.3 N 39439 37150 28406
05 640X480 14 133 8.3 Y 4333 4767 3848
09 1920X1080 30 26 10.1 N 5976 3607 3049
10 1920X1080 30 57 19.6 Y 8832 9701 10371
11 1920X1080 30 75 15.5 Y 8590 7509 6007
13 1920X1080 25 110 8.3 Y 5355 7744 8442

TABLE III
MOT METRICS USED FOR BENCHMARKING, THE UP ARROW (RESP. DOWN

ARROW) INDICATES THE BETTER PERFORMANCE WHEN QUANTITY IS
GREATER ( SMALLER RESPECTIVELY)

Metric Description

Precision Ratio of precise detection to the total detections ↑
FAF False alarms per frame in a sequence ↓
MODA Combined missed detection with false alarm ratio ↑

MODP Average overlap between true positive and ground
truth ↑

MOTA Overall tracking accuracy ↑
IDS Id switches ↓

MOTP overlap between the estimated positions and
ground truth ↑

MT Mostly tracked targets ↑
ML Mostly lost targets ↓
Rcll Mostly lost targets ↓
IDF1 The percentage of detected targets ↑
FP Number of false positives ↓
FN Number of false negatives ↓

• Accuracy: These metrics measure the accuracy of an
algorithm in terms of tracking object. The ID switches
(IDs) metric counts the number of times an algorithm
switches between object. The Multiple Object Tracking
Accuracy (MOTA) metric calculates the overall tracking
performance by combining the rate of false positive, false
negative and mismatch into a single quantity. MOTA is
widely accepted evaluation metrics even though there are
some drawbacks.

• Precision: The precision of the tracked objects are
measured by bounding box overlap and distance, which
is measured by Multiple Object Tracking Precision
(MOTP), OSPA and Tracking Distance Error (TDE).
Completeness: The three metrics Mostly tracked (MT),
Mostly Lost (ML) and Partly Tracked (PT) are complete-
ness metrics and indicate if the ground truth trajectories
are tracked completely.

• Robustness: The ability of recovering from occlusion
of MOT algorithm is evaluated by metrics known as
Shortterm occlusion (RS) and Recover from Long-term
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occlusion (RL).

IV. RESULTS

We Train DAN network with training data set provided
by MOT 17 dataset, and perform the test on 12 different
train sequences. The results were obtained on MOTA, FN,FP,
ID SW evaluation metrics and summarizes in table IV.

TABLE IV
MOT METRICS USED FOR BENCH-MARKING, THE UP ARROW (RESP.

DOWN ARROW) INDICATES THE BETTER PERFORMANCE WHEN QUANTITY
IS GREATER ( SMALLER RESPECTIVELY)

Sequence MOTA ↑ FP ↓ FN ↓

MOT17-11-DPM 43.07% 794 4492
MOT17-11-FRCNN 56.44% 303 3740
MOT17-10-SDP 59.12% 1229 3724
MOT17-04-SDP 73.87% 919 11362
MOT17-05-SDP 53.78% 413 2567
MOT17-10-FRCNN 41.55% 2012 5169
MOT17-04-FRCNN 51.56% 1891 21068
MOT17-13-SDP 31.45% 1837 5842
MOT17-04-DPM 32.21% 3586 28322
MOT17-05-FRCNN 47.71% 222 3294
MOT17-11-SDP 66.19% 561 2511
MOT17-09-FRCNN 55.44% 30 2310

In particular, DAN shows significantly better results on
widely accepted MOT metrics i.e. when evaluating on MOTA
and MOTAL. The overall DAN results on MOT17 test tests
are summarized in table V.

TABLE V
EVALUATION OF DAN ON MOT17 TEST-SET

MOTA ↑ MOTAL ↑ MOTP ↑ Rcll ↑ IDF1 ↑

DAN 52.4224 53.916 76.9071 58.4225 49.4934

It’s in Fig. 5, we’re showing two examples of DAN Perfor-
mance tracking on the MOT17 challenge. The results are from
the tracking test, the colorful bounding boxes in the frames are
shown, showing the trajectory,predicted by DAN.

Fig. 5. Visual tracking results of DAN on MOT17 video sequence

Since tracktor [1] does not require any tracking specific
training, We used Faster R-CNN set of MOT17 public detec-
tions to evaluate this model.We train DAN [16] and JDE [24]
models with MOT17 datasets and obtain the results on multple
metrices. However, for comaprison, we are considering 7
metrics, and the results accumulated over all sequences are
summarized in the table VI

Fig. 6. Visual tracking results of DAN on MOT17 video sequence

TABLE VI
EVALUATION OF TRACKTOR [1], DAN [16], JDE [24] ON MOT17

BENCHMARK, THE SYMBOL ↑ INDICATES BETTER PERFORMANCE ARE
WHEN VALUES ARE HIGHER, AND ↓ IMPLIES THE PERFORMANCE
IMPROVEMENT WHEN VALUES ARE LOWER. LOWER VALUES ARE

FAVORED.

MOTA ↑ IDF1 ↑ MT ↑ ML ↓ FP ↓ FN ↑ IDsw

Tracktor53.5% 52.3% 19.5 36.6 12201 248047 2072
DAN 52.45% 49.49% 21.4 30.7 25423 234512 8431
JDE 63.1% 68.4% 28.4 33 4886 21504 1258

The JDE network achieves the highest MOTA score of
63.1%, however it also outperform IDF1, MT and F evaluation
metrics. DAN achieves best performance on ML and FN
metrics.

Considering the overall tracking accuracy, JDE is perfor-
mance efficient as compare to the other two methods that we
considered in the study.

V. RESULT DISCUSSION

The Deep Affinity Network (DAN) works on a paradigm
of tracking by detection, it learns comprehensive features
of pre-detected objects at different level of abstractions, and
for those features, it perform pairing permutations in two
frames to form object affinities. It is the first deep network
to model the appearance of the object and the computed
affinities for the inter-frame object. This property set DAN
apart from other models, which enables DAN tracker to
attain high overall performance with the high Multiple Object
Tracking Accuracy on all challenges, it achieves 53.5% MOTA
during this evaluation. During our evaluation. There are some
situations e.g. highly crowded scenes where DAN compromise
its performance when the frames feature identical objects in
a scene at a very close position at multiple time stamps. This
often resulted in ID switches between objects.

The Tracktor, on the other hand, which works on regression
based detector, has demonstrated the ability to cope with
detection by achieving 53.5% MOTA score, 52.3% for IDF1.
However, without any prior training, this model is not expected
to excel in crowded and occluded scenarios. This method of
less-complex scenarios can be a motive for researchers to
consider this model in order to refine it to work in more
complex scenarios.

JDE, which outperform the other two models, and work
on a paradigm of joined detection and embedding model.
Considering the MOTA metric, the JDE provides competitive
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tracking accuracy with MOTA score 63.1%. Other than that,
the IDF-1 score, which reflects the performance in terms
of association, JDE is also competitive with strong dataset
combination. JDE can lead to show lots of ID switches, in
case of inaccurate detection when multiple targets have large
overlaps with each other, which compromises the IDF1 score.
This is considered as a future work to be solved how to
improve JDE to make more accurate predictions when there
is a significant amount of target overlapping.

Fig. 7. Visual tracking results of JDE on two different MOT17 video sequence

VI. CONCLUSION

We presented a brief overview of multi-target tracking
framework architectures and their critical components. Specif-
ically, we focused on three novel methods and evaluated their
performance on a standard benchmark dataset. All three meth-
ods are based on CNN but follow a different paradigm. These
approaches have been reported to achieve state-of-the-art per-
formance compared with similar implemented approaches. Out
of three models, the JDE model achieved overall performance
with the highest multiple objects tracking accuracies on the
MOT17 challenge. We reported the MOTA, IDF1, MT, ML,
FP, FN metrics. The paper provided an intuitive guide and an
overview of the field.
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