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Abstract

Limited-angle X-ray tomography reconstruction is an ill-
conditioned inverse problem in general. Especially when the
projection angles are limited and the measurements are taken in
a photon-limited condition, reconstructions from classical algo-
rithms such as filtered backprojection may lose fidelity and ac-
quire artifacts due to the missing-cone problem. To obtain sat-
isfactory reconstruction results, prior assumptions, such as total
variation minimization and nonlocal image similarity, are usually
incorporated within the reconstruction algorithm. In this work,
we introduce deep neural networks to determine and apply a prior
distribution in the reconstruction process. Our neural networks
learn the prior directly from synthetic training samples. The neu-
ral nets thus obtain a prior distribution that is specific to the class
of objects we are interested in reconstructing. In particular, we
used deep generative models with 3D convolutional layers and 3D
attention layers which are trained on 3D synthetic integrated cir-
cuit (IC) data from a model dubbed CircuitFaker. We demonstrate
that, when the projection angles and photon budgets are limited,
the priors from our deep generative models can dramatically im-
prove the IC reconstruction quality on synthetic data compared
with maximum likelihood estimation. Training the deep genera-
tive models with synthetic IC data from CircuitFaker illustrates
the capabilities of the learned prior from machine learning. We
expect that if the process were reproduced with experimental data,
the advantage of the machine learning would persist. The advan-
tages of machine learning in limited angle X-ray tomography may
further enable applications in low-photon nanoscale imaging.

Background

Limited-angle X-ray tomography has the ability to image the
interior of three-dimensional (3D) objects non-invasively without
collecting the measurements from a full set of rotation angles. It
has drawn wide attention in practical nanoscale imaging due to its
advantage in having a relatively short data acquisition time. Also,
in some cases, not all angles are physically accessible.

Typically, the tomographic imaging system consists of a
sample holder, an objective zone plate, and a CCD camera, and
the illumination is generated from the X-ray source. The mea-
surements are taken from a series of rotational angles with re-
spect to the sample of interest, where a cone-beam geometry is
generally assumed to produce the ray projection from the source
point to the sample, and then from sample to the center of each
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detector pixel. After the measurements, objects subsequently can
be reconstructed based on 3D computed tomography algorithms.
Theoretically, full-angle measurement is preferred to avoid the
missing cone problem in the reconstruction process. In practice,
however, limited-angle measurement is often used due to the time
of acquiring the full angle measurement. For objects or samples
that are radiation sensitive, a low-photon budget per scan is also
preferred to minimize the total exposure and potential damage.

Limited-angle X-ray tomography is an ill-conditioned in-
verse problem [1, 2], where the goal is to find a discrete repre-
sentation of an object f based on the observations g taken on a
digital camera at limited number of angles. When limited-angle
tomography is applied where the illumination is limited to only a
few photons, the noise sensitivity of poor conditioning becomes
even more evident: not only do the collected Fourier slices cover
the Fourier space unevenly due to the limited scans, they are also
inaccurate due to the presence of shot noise in the measurements.
Limited angle X-ray tomography therefore has had limited utility
for radiation sensitive samples. To solve the limited angle X-ray
tomography with photon scarcity, regularization is required dur-
ing the reconstruction process. Some improvement can be ob-
tained by extrapolating missing data [3]. Data consistency con-
ditions, e.g., the Helgason-Ludwig consistency conditions, fur-
ther improves the quality of extrapolation [4]. Still, extrapolating
methods are struggling with complex structures and are not robust
to noise in the experimental measurements.

Iterative algorithms with constraints known a priori recon-
struct the object using multiple steps. The algorithms start with
an assumed object, simulate the measurement from the assumed
object, compare the experimental measurements and simulated
measurements, and then update the object based on the differ-
ence between measurements and simulations. The last step also
includes discrepancy in the prior terms into the computation of
the update. The process continues until a certain convergence cri-
terion is achieved. Iterative algorithms with prior constraints such
as total variation minimization and nonlocal image similarity of-
ten exhibit improved resilience to noise. Previously, we also have
shown a Bayesian approach [5] based on the Bouman-Sauer for-
mulation for the iterative reconstruction algorithm [6]. The regu-
larization constrains the iterative optimization to a subdomain in
which the object belongs, thereby effectively improving the re-
construction quality [7, 8].

Recently, machine learning has been applied successfully to
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limited-angle tomography to overcome the challenge in solving
the inverse problem. Efforts have been made in using learned
priors to provide information of missing data during reconstruc-
tion [9, 10, 11]. In particular, deep learning, a subset of machine
learning that is based on artificial neural networks with represen-
tation learning, achieved promising results [11, 12, 13].

For tomographic inverse problems, U-net-like neural net-
work architectures [14] have been widely used to produce recon-
struction pixel-by-pixel. For example, U-net has been used to
predict invisible singularities in the image object [12], to gen-
erate missing projections with a data-consistent reconstruction
method [13], and to improve the reconstruction quality from the
conventional FBP method [11]. Unlike the general priors in itera-
tive algorithms, the learned prior from a deep learning method is
conditioned on a large amount of paired training data. Therefore,
the learned prior explores the statistical property of the training
distribution.

In this work, we extend the application of limited-angle X-
ray tomography to experimental conditions of low-photon inci-
dence. To approximate the resulting ill-conditioned inverse prob-
lem and to obtain a satisfactory reconstruction quality, we apply
machine learning to determine a prior distribution for the recon-
struction process. In particular, we use deep generative models
with 3D convolution and 3D attention which are trained on 3D
synthetic integrated circuit (IC) data from a model dubbed Cir-
cuitFaker. We demonstrate that the priors from our deep genera-
tive models drastically improve the IC reconstruction quality on
synthetic data from maximum likelihood estimation when the pro-
jection angles and photon budgets are limited. Beyond existing re-
search that uses machine learning for limited angle X-ray tomog-
raphy, our generative model exhibits improvements over maxi-
mum likelihood reconstructions under low-photon conditions. We
further examine different neural network architectures to reveal
some of the important network design choices for solving the in-
verse problem.

Method

The overall pipeline of our method is organized as follows:
First, we generate synthetic integrated circuit (IC) layouts using
CircuitFaker, an in-house model. Then, we simulate the limited-
angle X-ray tomography radiographs. Next, we apply the maxi-
mum likelihood method to generate an initial IC reconstruction.
Finally, we feed the initial IC reconstruction to the (trained) deep
generative model and compare the reconstruction quality of the
test set by calculating the bit error rate.

CircuitFaker

CircuitFaker is an algorithm that generates a random set of
voxels with binary values which resembles an integrated circuit
interconnect. The synthetic circuits from CircuitFaker is the class
of artificial objects for tomographic reconstruction, and the im-
plicit correlations in their spatial features are the priors to be as-
sumed or to be learned for the inverse algorithms. A particular
draw of CircuitFaker assigns a bit in each of N = N,N,N; loca-

tions. These locations are indexed as iy = 1,..., Ny, with £ =1, 2,
3 for x, y, and z. All bits are initialized to 0. In the first round,
there are wire seed points for all locations (iy, i, i3) with iy, ..., i3

odd. Each seed point is set by a Bernoulli draw with probability
pw of getting a 1. There are three kinds of layers, x, y, and via
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Figure 1. Selected 16 x 16 x 8 circuit from CircuitFaker. Each image is a
slice of 2D layer in the z dimension. The value of z increases as a raster scan
of the 8 slices shown. Black indicates copper and white indicates silicon.
Here, x layers are the first and fifth layers in z, y layers are the third and
seventh layers in z. Others are via layers.

layers. The x wiring layers have index i3 = 1 mod 4. The y wiring
layers have i3 = 3 mod 4. The via layers are the others, i.e., i3
even. In the second round, a point on an x wiring layer to the im-
mediate right of a point with value 1 is set to 1 with probability
px. A point on a y wiring layer immediately above in plan view
a point with a value 1 is set to 1 with probability py. Similarly, a
point on a via layer immediately above a point with a value 1 is set
to 1 with probability p.. In this paper, we chose these parameters:
Ny =Ny =16, N; =8, p,, =0.75, px = py = 0.8, and p; = 0.5.
Fig. 1 shows one of the generated circuits with size 16 x 16 x 8.

Imaging geometry for X-ray tomography

We assumed that each voxel in the circuit is in size of size
0.15 um x 0.15 ym x 0.30 um. Therefore, the total volume of
the circuitis 2.4 um x 2.4 um x 2.4 um. The detector is assumed
to be in the x-z plane at a tilt angle of ¢ = 0°. The rotation axis
is z. The detector is 13.44 mm x 13.44 mm with 32 x 32 pixels
of size 420 um x 420 um. The system operates with a geometric
magnification of 5000, with a source-sample distance of 10 um.
There are 8 tilt angles from —30° to +22.5° with an increment of
7.5°. There is a single source point with a cone-beam geometry.
A single ray is taken from the source point to the center of each
detector pixel. Small corrections for variations in the source-to-
detector pixel distance, the obliquity, and the source’s Heel effect
are neglected. The exact detection is written as:

0= / dED(E)I0)(E)e~ “EAS (1)

Here, A is the system matrix, i.e., the distance each projection
makes from the source to a detector pixel for all the angles, f
is the vector of the object, E is the photon energy, o(E) is the
absorption coefficient at energy E for copper, [ © (E) is the source
intensity, D(E) is the detector efficiency. g©) is the vector of
expected measurements on the camera in number of photons for
all the angles. With the consideration of Poisson statistics, the
final measurements g is:

g~ 2(g) )

where &7(A) denotes Poisson sampling with parameter A. In this
work, we do not use scatter corrections and we are restricted to a
single material, namely copper, at its bulk density of 8.960 g/cm?.
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The spectrum consists of two equally weighted lines at 9362 eV
and 9442 eV, the Pt L fluorescence lines. The attenuation per
voxel is about 2 % if copper is present. The exact value depends
on the details of how a ray intersects a voxel. The specific exam-
ple was chosen to support an experimental project to perform inte-
grated circuit tomography with a laboratory scale instrument [15].

Maximum likelihood estimation

Maximum likelihood estimation as applied to projective to-
mography is well-known. The method produces the maximum
log-likelihood reconstruction circuit f with a given set of tomo-
graphic measurements g (in the number of photon counts for each
detector pixel) at different angles. f is the voxelized binary ma-
trix representing the 3D circuit. A voxel value of 1 indicates the
presence of copper and O indicates silicon. The objective is to find
an optimal f given the measurements g:

f(g)

argr%f [LML(g|f<0)) +‘P(f(0))] &)

L (gl )
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Here Ly is the log-likelihood under the assumption of Poisson
statistics, W is a regularization function or log of the Bayesian
prior, g(0> is the simulated measurement from a proposed object
f(o), Y; sums over all individual measurements, and f is the opti-
mal reconstruction based on maximizing the log likelihood [5, 6].

Bit error rate calculation

The bit error rate (BER) is introduced as an evaluation metric
to assess the performance of the algorithms. It provides a measure
of the frequency of misclassification for binary values in the vox-
els in a given circuit. That is, BER is the probability of classifying
a specific voxel in a circuit to be 1 while the ground truth value for
the corresponding voxel is actually 0 and vice versa. The proce-
dure for computing bit error rate in this paper is slightly modified
from the standard used in communication theory, and is as fol-
lows:

1. compute posterior distributions p(f=0|f) by multiplying
the probability density functions (PDFs) p(f|f=0) and
p(f|f=1) and their corresponding prior distributions (pg
and pj). Here, f =0 is the set of silicon voxels in the circuit,
f=11s the set of copper voxels in the circuit;

2. apply a chosen threshold to classify 0 and 1 based on likeli-
hood functions;

3. compute the error rates for 0 and 1 (19 and 7, respectively)
by summing over the misclassified region in the probability
density functions;

4. derive an average bit error rate: Nayg = Nopo + N1 P1-

Deep generative models

A deep generative model, known as a conditional generative
adversarial network (cGAN) [16], is a supervised machine learn-
ing technique that we used to improve the 3D IC reconstruction
over maximum likelihood estimation. When the projection angles
and photons per ray are limited, the reconstructions from max-
imum likelihood estimation contain artifacts due to the missing
cone problem and photon shot noise. The bit error rate of these re-
constructions would eventually drop below the acceptable thresh-
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old of single error per sample when the angular range and/or pho-
ton per ray of the tomographic measurements decrease. The deep
generative model in our paper improves the Maximum Likelihood
reconstructions in these situations through inference of what the
likeliest true IC object structure is based on the (noisy) observa-
tion and, crucially, what it has learned through its training. We
denote the noisy maximum likelihood estimate f as the Approxi-
mant.

In total, four variants of deep generative models have been
investigated. Those variants are: deep generative model (base-
line), generative model with axial attention, generative model
with a scattering representation, and generative axial model with
a scattering representation.

The first generative model applies the learned prior p(f) to
the input distribution p(f| f), and estimates p(f | f) using Bayes’
theorem [17, 18], where p(f) describes a distribution of noiseless
IC samples. That is, the generative model learns the prior using
a combination of generator and discriminator, which are trained
to compete with each other until they reach the Nash equilibrium.
We note the output of the GAN in equilibrium as f. The entire
generative model is formulated as follows [16]:

argn}i;nmlé)lx (Ef[logD(f)] +Ef[10g (1 *D(G(f)))D ®)

The generator in our model is a 3D autoencoder that first learns
to convert IC to latent space representation using 3D convolu-
tional encoder, and then decodes the representation back to IC.
The discriminator is a 3D convolutional classifier that tries to find
whether the output from the generator is realistic or not. Both
generator and discriminator in our model have convolutional ker-
nels that are spectrally normalized to stabilize the training pro-
cess [19]. This serves as the baseline generative model for our
paper.

Our second variant of generative model is based on axial at-
tention that harvests the contextual information in the input recon-
struction. To build such model, we replace the 3D convolution in
the encoder of the generator with full axial attention to extract or
detect global features in the input reconstructions. This technique
reduces the computational complexity of non-local attention to
O (hwzm), where h, w, z, are the height, width, and depth of the
input features, respectively, m is the local constraint constant [20].
Therefore, a network with axial attention is more efficient than
a self-attention network, enabling long-range and global feature
learning to overcome the limitation of locality in convolutional
networks.

The third and fourth variants of generative models include
the wavelet scattering transform [21, 22] of the IC reconstruction
as additional input to the model. A scattering representation can
be produced without training, and the produced representation is
capable of including features at multiple scales. When combined
with the renormalization technique, the generative model would
be further conditioned on the scattering representation in generat-
ing realistic IC layout. In particular, the wavelet representation,
after being fed to a trainable transformation of a fully connected
layer, re-scales and re-shifts the normalized feature values from
convolution. This way, the information about global features of
the IC will be embedded into the reconstruction process of the
neural network [23], which may help the network in learning the
mapping from noisy reconstruction to noiseless reconstruction.

202-3



hal

f-->f

Approximant
PP 5 generated IC
reconstruction gradient n
H update layout f
Maximum Ammmmm e
Likelihood D:oor1 I I I €-mmmmmm
algorithm
Discriminator (CNN
measurements classifier) ground truth
8 object f
I lHII I
. G: f-—>f
Approximant
b \ generated IC
reconstruction =
f layout f
Maximum
Likelithood
algorithm

measurements

8

Figure 2. (a) Supervised training of the generative model with pairs of (f,

9). (b) Testing/operation on samples never used during training.

Network training

Our proposed networks were implemented in Python 3.7.9
using TensorFlow 2.3.1, and trained with an NVIDIA V100 tensor
core graphics processing unit on MIT Supercloud [24]. An Adam
optimizer [25] was used with parameters ; = 0.9 and 3, =0.999.
Two time-scale update rule (TTUR) technique is used to to stabi-
lize the training of generative network [26, 27], where the initial
learning rate was 10~# for the generator and 4 x 10~* for dis-
criminator. In each iteration, generator would be updated four
times while discriminator would be updated once. Training sets
of 1800 reconstructions were generated independently for each
condition studied, except that the ground truth was common. An
additional 200 reconstructions per condition were used for testing.
The learning rate would be reduced by half when the validation
loss stops improving for 5 epochs. We set the maximum number
of iterations to be 200, and the training would stop early when
either the validation loss plateaus for 20 epochs, or the minimal
learning rate 108 is reached. This early-stop technique would
prevent the model from over-fitting. The loss function for the
autoencoder/generator consists of two parts: supervised loss and
adversarial loss. We choose supervised loss to be the negative of
the Pearson correlation coefficient —rpp which is defined as

~__cov(f,])
= ey (6)

where cov is the covariance, ¢ is the standard deviation. The total
objective of training is to find the optimal generator Gop given
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Figure 3. Selected Examples of IC Reconstructions for Different Methods
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the Approximant f:
Gopi(f) =E; 7 [— rf,G(f)] +2 argmGinmgx

s O]

(Ef [logD(f)] +Ef~ [log (1 fD(G(f)))])
The hyper-parameter A that controls the degree of generation
from input noise to features.

Results

Fig. 3 shows selected examples of IC reconstructions at
limited-angle and low photon conditions. Each row represents
different reconstruction methods, and each column represents the
same location at the given IC distribution. The last row repre-
sents the IC ground truth. Drastic improvement is visible when
comparing the maximum likelihood reconstructions and genera-
tive reconstructions. The numerical result of limited angle and
low photon tomography is shown in Fig. 4. The x axis is the num-
ber of photons per ray in the tomographic projection, y axis is the
bit error rate of the reconstructed 3D IC samples. The angular
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range is fixed at —30° to 22.5° with 7.5° steps for all. There are
five reconstructions we are comparing: reconstruction based on
maximum likelihood estimation, and reconstruction based on four
variants of generative model. The transition from above a single-
error-per-sample to below happens between 320 to 640 photons
per ray. Each of the simulations for the generative model is done
with 1800 training sets and 200 test sets, and IC datais 16 x 16 x 8
voxels. For the transition cases between 320 and 640 photons per
ray, we repeat the simulation with a total of five independent syn-
thetic sets of IC circuits and report the means and standard er-
rors in the plot. With 640 photons per ray, all the bit error rates
from generative model reconstructions drop at least two orders of
magnitude relative to the maximum likelihood reconstructions. In
particular, the generative model with axial attention performs the
best in terms of its lower mean and standard error, reaching a sin-
gle error per sample at 400 photons per ray. We may attribute this
to the application of axial attention to capture long range interac-
tions within the input. The maximum likelihood reconstructions
reach a single error per sample when the number of photons per
ray is 5000. Therefore, in simulation, the generative model us-
ing machine learning can reduce the photon budget one order of
magnitude to reach a single error per sample.

Conclusion

In this work, we applied machine learning to limited-angle
X-ray tomography with low-photon imaging conditions. Our
deep-learning model is generative, and it is based on 3D con-
volutional layers and 3D attention layers, and then trained on
3D synthetic integrated circuit (IC) data from CircuitFaker. We
demonstrated that the prior distributions from our deep generative
models can dramatically improve the IC reconstruction quality
on synthetic data compared to a maximum likelihood estimation
algorithm when the projection angles and photon budgets are lim-
ited. Training the deep generative models with synthetic IC data
from CircuitFaker illustrates the capabilities of the prior from ma-
chine learning. We expect that if the process was reproduced with
experimental data, the advantage of the machine learning would
persist. The advantages of using machine learning in limited angle
X-ray tomography may further enable applications in low-photon
nanoscale imaging.
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