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Abstract
Camera identification is an important topic in the field of

digital image forensics. There are three levels of classification:
brand, model, and device. Studies in the literature are mainly fo-
cused on camera model identification. These studies are increas-
ingly based on deep learning (DL). The methods based on deep
learning are dedicated to three main goals: basic (only model) -
triple (brand, model and device) - open-set (known and unknown
cameras) classifications. Unlike other areas of image processing
such as face recognition, most of these methods are only evaluated
on a single database (Dresden) while a few others are publicly
available. The available databases have a diversity in terms of
camera content and distribution that is unique to each of them and
makes the use of a single database questionable. Therefore, we
conducted extensive tests with different public databases (Dres-
den, SOCRatES, and Forchheim) that combine enough features
to perform a viable comparison of DL-based methods for cam-
era model identification. In addition, the different classifications
(basic, triple, open-set) pose a disparity problem preventing com-
parisons. We therefore decided to focus only on the basic camera
model identification. We also use transfer learning (specifically
fine-tuning) to perform our comparative study across databases.

Introduction
At the beginning of the century, thanks to the development

of digital devices (cameras, mobile phones, etc.), the access to
images and videos increased to the point of becoming an impor-
tant communication channel. In the meanwhile, the modification
of digital images has become easier thanks to free and accessi-
ble image editors. These modifications can be applied to enhance
the quality of an image, but it can sometimes be malicious. In
some applications like trial or police investigation, images repre-
sent crucial proof and their authenticity has to be proven. Cam-
era identification, a field of digital image forensics (DIF) [1], is
a solution to image tampering detection by identifying the source
camera of an image. From a considered image, the principle is to
identify the associated camera among a group of cameras. There
are three levels of classification: the brand, the model and the
camera itself (device). Most of the work focuses on identifying
the model of the camera. Several techniques have been found,
using artifacts left over from the acquisition of a digital image
[2]. Notably, the sensor pattern noise (SPN) [3] or the photo
response non-uniformity (PRNU) [4] have first permitted estab-
lishing the pattern of cameras. Then, with the democratization
of deep learning, the performances were improved in particular
thanks to convolutional neural networks (CNN). A CNN takes an
image as input, which is first analyzed by the feature extractor
that generates an output map, which is then used in the classifica-
tion part. The feature extractor consists mainly of convolutional

layers that examine the image patterns from low- to high-level,
and pooling layers that reduce the size of the feature map. The
output map is then analyzed by fully connected layers to assign
the image to a class (camera model). Among these deep learn-
ing methods, there are three classification approaches: i) basic -
only the model; ii) triple - brand, model and device; iii) open-set
- known (in the training set) and unknown (outside the training
set) cameras. Regardless of the approach, these DL methods need
databases of camera or smartphone images to learn and to be ef-
fective. Despite the availability of such databases, the Dresden
image database [20] is often the only one used in most publica-
tions (see Fig. 1). In some cases, private datasets are used as a
second dataset, but they cannot be reused because they are not
publicly available. This evaluation process contrasts with other
areas of image processing, such as face recognition, where meth-
ods are typically trained on a specific database and evaluated on
other databases.

Figure 1: Statistics made among 13 articles linked to cameras:
identification, extraction of pattern, etc. (blue) publicly available
database (red) private datasets (not publicly available)

The purpose of our manuscript is to provide a comprehensive
comparative study to evaluate state of the art (SOTA) methods for
camera model identification, which includes two difficulties. The
first one is the diversity of classification among the methods. This
disparity prevents any comparison, even when the same database
is used. To conduct our comparative study independently of this
problem, we decided to focus on the basic camera model iden-
tification, without taking the additional results (brand, unknown,
etc.) into account. The second problem is the lack of database
diversity that is prevalent in the literature. Evaluating DL-based
methods with a single database (i.e., Dresden) is not consistent
with the usual evaluation process in image processing and com-
puter vision. The results from such an evaluation are not reliable
with respect to the diversity of the databases and their different
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Table 1: Performance of SOTA methods on Dresden for different applications of camera identification.

Applications References Brand Model Device
Nbr. cameras Accuracy Nbr. cameras Accuracy Nbr. cameras Accuracy

Basic classification

[6] 18 92.83%

[7]
12 98%
14 97.09%
33 91.9%

[14] 26 98.58%

Triple classification
[8]

13 99.12% 27 94.73% 74 45.81%
19 97.73%

[9] 13 99.4% 27 96.1% 74 47.5%
[18] 13 99.6% 27 97.2% 74 52.4%

Open-set Classification [10] 25 94%
[13] 25 97.74%

characteristics. This problem comes from the digital fingerprint
of cameras, which is used for identification and is unique to each
device. Therefore, the classification of cameras from a database
not used to train the network is more difficult. In fact, the net-
work learns to extract a fingerprint from an image, but cannot
classify fingerprints that it has not analyzed. Thus, while deep
learning methods have been shown to be effective for camera pat-
tern classification, there is a data dependency problem specific
to this topic. Therefore, we conducted our comparative study on
three complementary and publicly available databases (Dresden
[20], SOCRatES [21] andd Forchheim [22]) that have as many
features as possible: all camera types, a diverse distribution and a
different number of cameras. Our evaluation will focus on iden-
tifying the basic camera model. The protocol of evaluation is
based on transfer learning, an area of deep learning, and espe-
cially on the fine-tuning of the network to evaluate the methods
on each database. We have applied our evaluation on four meth-
ods from the literature, based on various architectures and realized
for various applications. Essentially, this article provides identifi-
cation accuracy for these methods on an equal footing for diverse
databases.

The section Introduction presents the camera identification
and issues raised by our literature review, as well as the objec-
tive of this paper. In the section Addressed problem, we further
explain the camera model classification problems that motivated
us to propose this paper. In the section Camera model identifica-
tion methods, we present the SOTA methods that we replicated
for our performance evaluation. The section Proposed Evaluation
presents the databases and properly explains the protocol of our
evaluation. This section also presents the results of our perfor-
mance evaluation. Finally, the section Conclusion concludes on
the effectiveness of each database as well as the robustness of each
of the methods studied.

Addressed problem
Despite the abundance of articles regarding camera model

identification, there are some issues in the literature. The key
problem remains the difficulty of comparing SOTA methods. This
problem stems from the protocol of evaluation, which differs from
one method to another, making it impossible to compare their per-
formance. Moreover, as we showed in Fig. 1, most of the works
are evaluated on Dresden. This lack of diversity in the databases

leads to evaluation that are not reliable and complete. In this sec-
tion, we illustrate these two issues through articles in the litera-
ture.

Protocols Diversity
The first issue that makes the comparison of SOTA methods

difficult is the diversity of protocols. On one hand, this diversity
represents a valuable aspect, as it contributes to the improvement
and enrichment of camera model identification. But, on the other
hand, this variety of protocols reduces the possibilities of com-
paring methods and evaluating on an equal footing their perfor-
mance. Several approaches exist for camera model identification,
and three main applications can be particularly identified from
the literature: basic classification, triple classification, and open
set classification. i) The basic scenario consists in identifying the
camera according to a label (brand, model, or device) and is the
most specific and widely discussed application. Most of the meth-
ods for this scenario classify camera models as in [6], [7]. ii) The
triple classification is close to the basic scenario, as the goal is to
identify the camera according to a label. But, as the name implies,
it classifies cameras according to the brand, the model and the de-
vice, as in [8, 9]. The triple classification aims to identify cameras
based on all labels and is more global. iii) Open set classification
is special and addresses the robustness problem. The goal of this
approach is to evaluate the generalization of a method by classi-
fying cameras not seen by the network (labeled as unknown) as
in [10]. As the table 1 shows, the comparison is hard to index
because of the various applications and their difference of evalua-
tion. Even among methods using the same protocol of evaluation,
there is still a problem of number of cameras used for experi-
ments. In [7], a series of experiments is conducted to underline
the problem of data dependency by increasing the number of cam-
era models in the dataset. The evaluation targets a basic model
classification along three experiments with an increasing number
of camera models (12 - 14 - 33). In [6], the problem of unknown
cameras, which means that the network has never learned their
features, is addressed with an additional experience. The issue of
unknown cameras is also addressed in [10] with the open set sce-
nario. This paper presents a Siamese network to classify pairs of
images as known or unknown cameras. For this application, the
evaluation was performed with a series of experiments based on
three subsets according to an image pair: 1) only known camera
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models; 2) one known and one unknown model; 3) only unknown
camera models. The protocol of evaluation was performed with
65 camera model. The aspect that stands out in the SOTA pub-
lications is the disparity of applications and thus of protocol for
evaluating their method.

Database dependency
The open set classification is particularly interesting, as it ad-

dresses the problem of robustness. The evaluation of this aspect
is challenging because each camera has its own fingerprint, which
corresponds to the combination of artifacts generated during the
creation of a digital image. Therefore, the methods in the litera-
ture are often dedicated to the cameras of the database used for
their training. This database dependency, illustrated with the use
of Dresden in almost 50% of the literature, represents the second
issue to overcome for comparing SOTA methods. In fact, most
methods use the Dresden Image database [20], which is a stan-
dard in terms of camera identification, containing 27 camera mod-
els. This overuse represents an advantage for performance evalu-
ation because the methods can be compared on comparable terms.
However, except for a few articles using an equivalent number of
camera models (i.e., 27), such as [8], [9] for the triple classifica-
tion, most methods classify disparate numbers of camera models.
This difference is highlighted in the previous subsection as well
as in the Tab. 1). In addition, using a single database for perfor-
mance evaluation poses another problem related to robustness. In
another area of image processing, the standard method for evalu-
ating methods requires the use of multiple databases. Until now,
the performance evaluation has almost always been conducted on
the same database as the training part and most often on a sin-
gle database (N.B. Dresden). This is understandable because the
identification of the camera is done through its fingerprint, which
is unique to each camera. Therefore, evaluating a method on an-
other database than the one used for training is too difficult and
leads to a decrease in performance. However, it allows proving
the robustness of a method from one database to another.

From these particularities of the camera identification litera-
ture, we decided to propose our own comparative study to over-
come the issues raised previously. The first aspect of our propo-
sition is to provide a standard protocol to evaluate the perfor-
mance of camera model identification methods. This standard is
based on three databases (detailed in ) to fix the problem of data-
dependence: the Dresden Image Database [20], SOCRatES [21]
and the Forchheim Image Database [22]. Our protocol of evalu-
ation is fully explained later in the section Proposed Evaluation.
However, to conduct a complete comparison for camera model
identification, we have replicated four methods from the litera-
ture, which have their own particularities, and that are detailed in
the next section.

Camera model identification methods
We have selected four SOTA methods that have proven to be

effective in terms of performance. There are several protocols dis-
cussed in the literature that we detailed earlier in the section Ad-
dressed problem. In particular, to cover the full diversity of cam-
era model identification, we took at least one method per appli-
cation. In addition, we opted for different architectures in order
to perform a comprehensive evaluation. To be more specific, we
chose to focus on the constrained convolutional network [15] first

introduced for forgery detection. This network is relatively new
and has been an important improvement for preprocessing mod-
ules in deep learning methods for digital image forensics [11]. We
also discussed the Siamese network, which is currently used in the
literature, especially to overcome the robustness problem. The
other architectures are respectively based on an improved prepro-
cessing module and a particular layer block inspired by residual
neural networks [12]. Therefore, in this section, we describe the
methods we selected for our performance evaluation.

The article [13] presents a constrained convolutional network
for unknown camera identification, which they introduced in a
first place for forgery detection. In this architecture, the first layer
is transformed from a convolutional layer to a preprocessing mod-
ule. The goal is to extract the desired artifacts inside the network
to achieve an end-to-end architecture. In fact, in many digital im-
age forensic approaches, a preprocessing module is included to
isolate artifacts that are overshadowed by the image content. In
this network, artifacts are therefore extracted by constraining the
weights of the first convolutional layer. First, these weights are
randomly initialized and then forced during the back propagation
of the network to learn the prediction error filters. The weights w
of each filter K are forced as follows: the central value is set to -1
while the sum of the remaining pixels is set to 1 (see Eq. 1).{

wk(0,0) =−1
∑l,m̸=0 wk(l,m) = 1

(1)

The identification of unknown cameras has been conducted on
Dresden [20] and a personal dataset. They defined the set T of
known cameras with two types: ”known” for training and ”known
unknown” (not used for training) to be classified. The set T con-
sists of 10 different known camera models from Dresden and 15
known unknown camera models from their personal dataset. They
also defined a set T’ of ”unknown” cameras, which represent cam-
eras to be classified that are not in the base set T. The set T’ is
made of 15 new camera models from their personal dataset. The
evaluation has been performed with a protocol of three experi-
ments: i) They used the set T for the first evaluation. ii) They
used the combination of both set T and T’. iii) The final experi-
ment is a subset composed of ”known” cameras from the set T and
”unknown” cameras from the set T’. The architecture is divided
into three parts: 1) the preprocessing module with the constrained
convolutional layer [15]; 2) the feature extractor with four convo-
lutional blocks consisting of a convolutional layer, batch normal-
ization, hyperbolic tangent (tanh) activation, and pooling (max
and average for the last one); 3) classification with 3 fully con-
nected layers with tanh activation and soft max for the last one.
Their results for each experiment are the following: 1) 99.38%;
2) 98.57%; 3) 97.74%.

In another of their article [14], they also proposed a net-
work based on this constrained convolution network [15]. The
only change in this architecture, compared to the previous one, is
the preprocessing module. They decided to augment their model
feature maps by combining two layers of artifact extraction: the
constrained convolutional layer and a residual median filter. The
goal was to evaluate the robustness of this artifact fusion for cam-
era model classification. They conducted a series of experiments
to compare their approach with other methods such as the high-
pass filter (HPF) based CNN and the classical constrained convo-
lutional network. They evaluated the robustness of these meth-
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ods with resampling (120%, 90%, 50%), JPEG (QF=90), resam-
pling+JPEG and normal images. In most cases, the proposed
method showed the most efficient performance and, except for
one test (resampling 50% + JPEG QF=90), the accuracy was al-
ways higher than 90%.

The generalization of camera pattern identification is ad-
dressed with a new approach in [16]. The objective of this work
was to propose a method to determine whether two images come
from the same camera without knowing their forensic traces.
Their method is based on the Siamese network architecture: a fea-
ture extractor used twice in parallel to produce deep features from
two image patches and a similarity network to compare them. For
the feature extractor, they used only the constrained convolutional
network of [17]. It is mainly the same as before, except for the
classification made only of two fully connected layers. The sim-
ilarity network is composed of three parts: 1) a first fully con-
nected layer for each branch; 2) then, each branch as well as their
product passes through an artificial layer finter (Eq. 2); 3) a con-
catenation layer, a fully connected layer and a sigmoid activation
to obtain a similarity score. For their experiments, they addition-
ally dealt with aspects of ”known” and ”unknown” camera mod-
els to clearly evaluate the generalizability of their method. Accu-
racy was calculated for three distinct cases: with known camera
models only (95.93%), with unknown and known camera mod-
els (93.72%), and with unknown camera models only (92.41%).
They also evaluated the best configuration (patch size, architec-
ture, etc.) and the effects of other parameters (recompression,
unknown marks) for their method.

finter(X) = φ(
N

∑
i=1

wk,i fi(X)+bk) (2)

In [18], multi-classification is addressed by identifying the
camera according to the triple classification (device, model and
device). The method relies on a preprocessing module based on
domain knowledge and ResNet blocks. The ResNet [12] is known
for its shortened layers that improve diversity by allowing more
exploration of the feature space. A ResNet block is defined in
[18] as the merging of features obtained in parallel by two con-
secutive 3 convolutional layers. The architecture is developed in
four parts: the preprocessing module and three successive sec-
tions for each classification (brand, then model and device). Each
section consists of three consecutive ResNet blocks followed by
a classification part composed of a global average pooling, a fully
connected layer and a soft max layer. The preprocessing module
consists of three parts: 1) a multi-scale HPF to obtain three differ-
ent residuals; 2) a convolutional layer and a ResNet block applied
on the 4 elements (HPF and input); 3) a concatenation layer to
obtain the final output. They achieved 97.1% accuracy for camera
model classification.

Methods Preprocessing Features extractor Classification
Bayar [13] Const. conv. 4 conv. blocks 3 f.-c.
Bayar [14] Const. conv + MFR 4 conv. blocks 3 f.-c.
Mayer [16] Const. conv 4 conv. blocks + 2 f.-c. Similary network
Ding [18] multi-scale HPF 3 ResNet blocks 3 class. blocks

Table 2: Details of method architecture, according to the prepro-
cessing, the features extractor and the classification.

The table 2 summarizes completely the purpose of our
choice. On one hand, we can observe four completely diverse

methods, even if three of them are using the constrained convolu-
tional layer for preprocessing. However, it is challenging to esti-
mate which one is the most robust and the most efficient. There-
fore, we have conducted a comprehensive evaluation through our
protocol based on three databases that we explained in the next
section.

Proposed Evaluation
Databases

Until now, the methods of the literature have proved a lack
of databases diversity that we explained in the section Addressed
problem. Notably, most of the methods have used only the Dres-
den Image Database. In opposition, we decided to exploit three
databases in our evaluation, dedicated to camera model identifi-
cation. We therefore used Dresden [20] because it is a standard in
the literature. In addition, we exploited SOCRatES [21] and the
Forchheim Image Database [22] that are dedicated to smartphone
cameras. In this section, we detail the content of each database.

The Dresden Image Database [20] is perhaps the most pop-
ular database in the field of digital image forensics. This database
is principally dedicated to camera identification, but it is also em-
ployed for forgery detection (with application of manipulations to
the images). It is composed of more than 14,000 images of vari-
ous indoor and outdoor scenes that were captured by 74 cameras
(14 different brands and 27 models) to establish their characteris-
tics perfectly. As Gloe et al. detailed in their article, developing
forensic methods for camera model identification requires numer-
ous images per camera of the same scene to conduct a complete
comparison of their forensics traces.

SOCRatES [21]: SOurce Camera REcognition on Smart-
phones is an image and video database especially designed for
source digital camera recognition on mobile devices. SOCRatES
is currently one of the databases for source digital camera iden-
tification with the largest number of different devices. It is made
up of about 9,700 images and 1,000 videos captured with 103 dif-
ferent smartphones (one unclassified) of 15 different brands and
about 60 different models. The acquisition has been performed
in uncontrolled conditions. To collect the database, many peo-
ple were involved and asked to use their personal smartphone to
collect a set of pictures. Instructions were transmitted to the par-
ticipants, and they collected the set of pictures in complete auton-
omy. The reason behind this choice is, on the one hand, to collect
a database of heterogeneous pictures and to maximize the number
of devices employed, and, on the other hand, to carefully replicate
the real scenario of application of the techniques that will use this
database as benchmark.

The Forchheim Image Database [22] is also a database ded-
icated to source camera identification based on smartphones. The
Forchheim is one of the wider databases available for source cam-
era identification, with more than 23,000 images of 143 scenes
capture by 27 different smartphone cameras (9 brands and 25
models). All the images have been captured in or near the town
of Forchheim in Germany (hence the name) and each camera
presents one image per scene. Moreover, each image is providing
in six diverse qualities to assert of a disparate quality: the original
camera-native version and five copies from social networks.

We chose these databases for their particularities in terms
of variety - cameras (Dresden) and smartphones (SOCRatES and
Forchheim) - and composition with different ratios of models per
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camera: 36.48% for 74 cameras in [20], 60.78% for 102 cameras
in [21] and 92.59% for 27 cameras in [22]. With three databases,
we want to plainly observe the robustness of the methods with our
evaluation.

Robustness Protocol
The protocol for conducting our comparative study uses

transfer learning, a field of deep learning. In particular, network
refinement facilitates the evaluation of methods from one database
to another (N.B. Dresden, SOCRatES and Forchheim). The pro-
tocol is divided into two parts: 1) creating a reference network for
each database; 2) transferring the architecture and weights of the
reference networks to obtain the transferred networks.

The first step of our protocol is to create a reference network
for each possible combination of method and database. Our study
is based on three databases (Dresden, SOCRatES and Forchheim)
and four methods (Bayar, BayarMFR, Mayer and Ding), so we
obtained a total of 12 networks for the first step. On one hand,
this part provides guidance on the effectiveness of a method de-
pending on the database, but also on the most difficult database.
On the other hand, this first step allows us to obtain the reference
networks necessary for the second step.

The second step requires refining (i.e., re-training) the trans-
ferred network. The principle of transfer learning is to build a
new network for evaluating on a database B2, by transferring the
architecture and weights of a network pre-trained on a database
B1. There are alternative approaches depending on the baseline
(DB1) and the transferring databases (DB2):

1. Full network training (DB1, different DB2 and DB2 large)
2. Partial training of the network: a few layers (DB1, similar

DB2 and large DB2) or several layers (DB1, different DB2
and small DB2)

3. Driven only the classification part of the network (DB1, DB2
similar and DB2 small)

In our case, we decided to refine only the classification part to
adapt a reference network to a new database. A transferred net-
work is created for each database from the reference network.
Therefore, we obtained 3 networks per methods to assess on each
database (see table 3). The goal of this second step is to analyze
the robustness of each method, but also to evaluate which database
is the most efficient to create the reference network.

Reference Database (DB1) Transferred Database (DB2) Total

Dresden
Socrates (D-S) 3 networks

Forchheim (D-F)

Socrates
Dresden (S-D) 3 networks

Forchheim (S-F)

Forchheim
Socrates (F-S) 3 networks

Forchheim-Dresden (F-D)
Table 3: Scheme of the steps of the protocol with reference and
transferred databases.

Experimental Study
The experimental study was conducted on the presented

method with the previously detailed databases. To evaluate these
methods with our protocol, we divided each database into three
datasets for training, validation and testing (80:10:10). Then,
from each image, we extracted patches of size 128 × 128 and

Network Bayar [13] Bayar-MFR [14] Mayer [16] Ding [18]

Evaluation on Dresden
Dresden 91.78% 92.11% 96.17% 94.66%
S-D 90.20% 92.19% 86.01% 96.68%
F-D 89.08% 91.68% 80.42% 97.30%

Evaluation on Socrates
Socrates 75.20% 75.05% 92.31% 88.08%
D-S 79.43% 80.98% 75.37% 74.95%
F-S 73.97% 77.21% 81.82% 87.45%

Evaluation on Forchheim
Forchheim 56.14% 57.65% 80.18% 82.89%
D-F 58.44% 60.63% 66.67% 69.08%
S-F 57.01% 58.56% 79.90% 81.14%

Table 4: Results of each network according to the database of
evaluation and the method used.

applied much preprocessing to fit them to the input of the net-
works. In particular, we applied successive Gaussian filters on the
patches to obtain four different inputs, as depicted in [18]. For
the constrained convolutional network of [13], the preprocessing
is included in the first, but we had to apply a median filter on the
patches to create the second input of the improved constrained
convolutional network proposed in [14]. For the method in [16],
we created pairs of patches because it is a Siamese network that
requires two inputs. Finally, we selected 2.5M, 0.59M, and 1.16M
patches from Dresden, SOCRatES, and Forchheim, respectively,
with a 60:20:20 distribution for training, validation, and testing.
Once the datasets were defined, we trained the selected methods
according to our protocol, i.e., in two parts: the creation of refer-
ence networks and the transferred networks. For the creation of
baseline networks, we trained the models for 30 epochs with the
hyper-parameters specific to each method. Then, we trained the
transferred networks for 10 epochs to limit the adaptation to the
new database, with the hyper-parameters specific to each method
too.

The results obtained with the accuracy metrics give a com-
plete overview of the camera model identification (see table 4). In
contrast to the table 1, the methods can be compared with each
other regardless of their approach. Therefore, the comparative
study is possible, and some conclusions and discussions can be
made. On the one hand, [18] seems to be the best method when
changing the database between training and testing (6 out of 9 best
results). On the other hand, [16] obtains the best accuracy when
training and testing are performed on the same database. Meth-
ods [14] and [13] show stability in performance regardless of the
training database, but their results are less convincing than those
in table 1. On the other hand, Dresden appears to be the easiest
database to handle (overall accuracy of 90.69%). These results
confirm that assessing methods on a single database is irrelevant
and that other databases are required.

Conclusion
In this paper, we propose a comparative evaluation for iden-

tifying camera models from three databases: the Dresden image
database, SOCRatES and the Forchheim image database. To date,
this paper is the first to evaluate methods on multiple publicly
available databases. This evaluation takes into account two cru-
cial problems in the literature: the use of a single database and the
disparity in approaches between methods. The comparative study
is therefore possible across various databases and across method
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approaches. Moreover, the results show that the method based on
the triple classification [18] outperforms the others in most cases.
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