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Abstract
This work discusses document security, use of OCR, and in-

tegrity verification related to printed documents. Since the un-
derlying applications are usually documents containing sensitive
personal data, a solution that does not require the entire data to
be stored in a database is the most compatible. In order to allow
verification to be performed by anyone, it is necessary that all the
data required for this is contained on the document itself. The
approach must be able to cope with different layouts so that the
layout does not have to be adapted for each document. In the fol-
lowing, we present a concept and its implementation that allows
every smartphone user to verify the authenticity and integrity of a
document.

Introduction
Every day, people deal with documents in different forms -

paper and digital. Although some documents are now issued dig-
itally, the majority of documents issued by government agencies
are still printed due to unresolved privacy and online security is-
sues. Advances in scanning, printing and imaging tools and tech-
nologies have made it easy to manipulate and forge the original
document. These advances have tempted fraudsters to create fake
and counterfeit documents that are indistinguishable from origi-
nal documents. Therefore, verifying the authenticity and integrity
of paper documents has become an important research topic.

The growing awareness and need to secure paper-based doc-
uments has occupied research for more than two decades. At the
beginning of this research topic, the solution was to create a tra-
ditional seal through visual cryptography. In various studies over
the last two decades, digital signatures have been visualized by
visual cryptography and complex image frequency modulation to
resemble a traditional seal [1, 2, 3]. Verification of the integrity
and authenticity of presented documents has traditionally relied
on recognizable visual features of the document [2]. These solu-
tions usually require expensive and specially developed printing
techniques, special ink, fluorescent particles in the paper, water-
marks, and holograms [3].

Winter et al. [4] proposes the use of cryptographic digital
signatures to secure important features of a document. The doc-
ument is digitally sealed by enclosing all required digital certifi-
cates and important document features in a high capacity matrix
code. Integrity verification is based purely on checking the infor-
mation in the matrix code. Integrity verification of printed doc-
uments is the most difficult part in practice. Newer approaches
require the user to manually verify the integrity of the document
by comparing the information visible in the application with that
printed on the document. In addition, these approaches propose
the use of online services to meet the security requirements of
authenticity and integrity [5].

Digitally issued documents can be copied and redistributed.
Therefore, traditional methods of sealing the document can no
longer be used. Digital signatures provide inherent security fea-
tures required to prove authenticity, information integrity, and
non-repudiation of a document. However, documents must be
presented in paper form to various entities under different circum-
stances. Printing a digitally signed document negates all security
features because verification is performed at the bit level of the
digital document. In addition, the person responsible for process-
ing a submitted document does not know the actual characteristics
and content of the authentic document. Consequently, this person
is not able to verify the authenticity and integrity of the docu-
ment. Manual verification of these documents is a tedious and
time-consuming task that requires human interaction at multiple
organizational levels.

Document integrity verification is an important aspect, and
it can be optimally performed with smartphone support. Smart-
phone cameras enable the capture of high-quality images and the
scanning and decoding of high-capacity barcodes. High capacity
barcodes, such as the JAB code, enable the inclusion of all data
necessary for verification. The high capacity barcode, in com-
bination with various compression algorithms, can store enough
data so that the authenticity and integrity of the document can be
verified without online services. Therefore, privacy-sensitive in-
formation does not need to leave the boundaries of the document.
In addition, advances in machine learning (ML) and natural lan-
guage processing (NLP) have improved OCR recognition rates.
Together, they serve as the foundation of the work.

The goal is to present a concept that can be adapted to Win-
ter et al. [4] and to evaluate it for paper-based documents us-
ing available smartphone technology. It uses the current API on
iOS as well as the MLKit on Android, which are based on dif-
ferent technologies, such as ML and NLP, for text recognition.
The available techniques apply OCR to a given image to con-
vert analog text into machine readable text after a document is
recognized. To achieve the goal, requirements were defined and
an analysis was performed in comparison to the state of the art.
These requirements ensure robustness of OCR text and document
recognition, usability, privacy, and performance of the overall sys-
tem. It also analyzes the state of the art of OCR implementation
using different font types and sizes under different ambient light-
ing conditions. The speed of the system was measured and finally
the results are discussed.

Related work
Liu et al [6] proposes a concept in which the image of a seal

certificate is integrated into a digital certificate. The purpose of
this solution is to bridge the gap between traditional seals and
digital signatures. The solution defines new private extensions to
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the X.509 v3 certificate structure that include an Object Identifier
(OID). This allows a seal image to be embedded in a digital cer-
tificate. The seal image represents the traditional seal type, such
as a signature or name, which is a distinctive and recognizable
constant sign for the signer. The seal image and associated infor-
mation are submitted to the issuing certification authority, which
issues a new public key certificate. The certificate is embedded
in the document and a digital fingerprint is calculated. Then the
digital fingerprint is signed with the private key to create a dig-
ital signature of the document. The recipient is presented with
the signer’s digital certificate along with the received sealed and
signed document for verification. Sun et al [3] proposes a solu-
tion for authentication of printed documents based on optical wa-
termarking. The security of the system is provided by a content-
based key sharing scheme derived from visual cryptography. The
applied visual cryptography technique is used to generate the wa-
termark. The watermark is embedded in the printed document
by frequency modulation. To improve image quality during au-
thentication, the watermark is embedded in smooth areas of the
document. The watermark image, such as the logo and other rele-
vant information of the third trusted party (TTP), the user, and the
characteristics of the document, are fed into predefined visual key
generators to produce a set of secure authentication keys. Only
one of the generated keys is used as a watermark seed that is em-
bedded in the document. The other keys are used to verify the
authenticity of the document by overlaying them. When overlaid,
the watermark image becomes visible if the document is genuine.

Requirements
We define three categories of requirements for an integrity

verification system, namely robustness, usability, and privacy.

Robustness We first address the requirements for a robust in-
tegrity verification system, such as typography selection, good
document recognition, skew correction, image thresholding to im-
prove OCR performance, and recognition error correction.

Typical OCR systems are trained with large data sets to han-
dle multiple languages, characters of any font, and handwriting.
The accuracy of such systems depends on the size of the train-
ing dataset and the similarity of the different fonts [9]. Therefore,
the recognition rate varies depending on the font type and size
in a document. Depending on the type of document, a recom-
mended list of font types and sizes must be defined to achieve
high and consistent recognition rates. Public agencies typically
use self-defined corporate design guidelines that describe the con-
sistent look and feel. The guidelines include a logo, color palette,
document styles, and preferred fonts and sizes. Here we use five
of the most commonly recommended fonts and sizes at German
universities, Charter, Arial, Helvetica, Times New Roman, Ver-
dana. Fonts have different body, weight and body sizes. There-
fore, words may appear smaller with the same font size, but with
different fonts. Also, the smartphone camera is usually positioned
so high that the edges of the document are visible. Therefore,
smaller fonts lose sharpness at a greater distance, which affects
recognition rates. In this work, three different font sizes, i.e., 9,
10.5, and 12 points, are considered, which allows understanding
which fonts and sizes achieve more consistent recognition rates.

Rectangle detection approaches are applied to detect docu-
ments with different aspect ratios in the camera’s field of view.

However, recognizing a document in an image does not automat-
ically mean that the recognized document contains text. For us,
it is important that only documents containing text are recognized
and passed to OCR. Another aspect of robustness is the recog-
nition of documents with different contrast between paper and
support. Depending on the rectangle recognition algorithm, the
recognition performance varies. In addition, it should be possible
to recognize documents from different camera positions that lead
to skewing. Skew occurs whenever the position of the camera
and the physical document are not perfectly aligned. The cam-
era plane should be perpendicular to the physical document, and
the horizontal lines of the document should be aligned parallel to
the camera plane for optimal alignment. Such optimal conditions
are usually difficult to achieve without special equipment. Docu-
ment images with skew may change the proportions, size, shape,
and angle of the physical document. These perspective distortions
typically have a negative impact on OCR text recognition rates. A
perspective transformation should mitigate distortion effects and
correct for possible skew in the document image.

Physical documents can have artifacts such as spots and cur-
vatures. The smartphone camera smartphone camera can exac-
erbate these artifacts due to uneven illumination. It can create
faint characters on the document image and affect the text recog-
nition rate of OCR. The image thresholding process is an essential
step of image pre-processing in OCR. The process segments the
color document image into text and background by removing ex-
isting artifacts and highlighting black text on a white background.
However, depending on the uniformity of the light source and lu-
minance, the thresholding process can produce soft and faint im-
ages. Therefore, a thresholding process that adapts to different
lighting conditions should be used.

Integrity verification can fail due to text recognition and text
alignment errors generated by OCR. Physical text alignment er-
rors are difficult to detect because they change the physical layout
of the document, making detection difficult without prior knowl-
edge of their likely occurrence. In comparison, logical text align-
ment errors are easier to detect. Depending on whether the error is
an over-segmentation error or an under-segmentation error, differ-
ent approaches to segmentation correction must be applied. Text
recognition errors are even more difficult to correct because an
attacker can corrupt the words. Therefore, a list of the best rec-
ognized candidates from OCR should be used to test for possible
word matches.

Usability Usability requirements are defined below, such as the
efficiency of document capture, the importance of recognition er-
ror correction from a usability perspective, and the visualization
of erroneous text positions.

The speed and accuracy of document scanning depends
mainly on the performance of the smartphone and its camera. The
simplicity of the methods used at each stage, i.e. from document
recognition to image capture and thresholding, leads to higher
process efficiency and lower latency. Slow acquisition processes
require a longer waiting time for a consistent focus to capture a
better quality image. Therefore, an efficient document recogni-
tion and capture process is required.

The detection and correction of OCR errors, are essential for
the robustness requirements of the integrity checking process and
to improve the user experience. In text recognition, there are al-
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ways error rates and over-segmentation and under-segmentation
errors that cause false positives and user confusion. Therefore,
detection and correction of recognition errors are necessary to im-
prove the user experience.

OCR errors or document falsification must be displayed to
the reviewer so that reviewers can make a decision. The errors
should preferably be highlighted on the image of the scanned doc-
ument in the application. In addition, the authentic characteristics
of the document must be displayed above each erroneous item so
that reviewers can classify the document as genuine or a forgery
after manual review.

Privacy Privacy is one of the main concerns when it comes to
documents with personal references. Systems proposed so far
provide online services to verify authenticity and integrity. On
the one hand, this means that personal data is stored in a database
and must be transmitted over the network. This creates security
and privacy risks. Online services can be compromised, and sen-
sitive information can leak out. Therefore, an offline authenticity
and integrity verification system is essential to achieve this goal.

Concept
The approach as shown in Figure 1 is used to verify the in-

tegrity of digitally sealed printed documents using a smartphone
application. The problem is addressed by first applying a doc-
ument recognition algorithm to each smartphone camera image.
A cropping algorithm is applied to extract the document portion
of the image, followed by skew and perspective correction and
thresholding for the recognized document. A modern OCR tech-
nique embedded in the smartphone operating system is used to
digitize the printed text. Documents exist in various complex lay-
out formats. Therefore, a layout-independent text alignment tech-
nique is implemented to correctly match the machine-readable
text with the expected ground truth. The proposed text alignment
technique allows the definition of fixed-length skip sequences.
The skip sequence allows to skip optional parts of the document
that are irrelevant to integrity. Integrity irrelevant parts of the doc-
ument may unintentionally increase the size of the payload printed
on the document. Due to the size limitations of a physical docu-
ment, the size of the payload data must be optimized. The payload
data is encoded into a matrix code that is read by the smartphone
application. The proposed text alignment method generates a con-
trol sequence of the expected ground truth that is matched with the
OCR output. This sequence is used to verify the integrity of the
presented document. After the verification procedure, the appli-
cation presents the validation result to the user by highlighting all
mismatched positions in the document image.

Implementation
The application design follows the commonly used Model-

View-Controller (MVC) software design pattern. The model is a
dynamic data structure that represents and manages the applica-
tion’s information. The view is responsible for representing data,
and it is directly visible to the user. The controller accepts input
and converts it to commands for the model or the view. Figure 2
shows the application view components and the navigation flow
between them.

The CameraViewController is the starting point of the appli-
cation. The controller configures the smartphone’s rear main cam-

era and initializes a new camera session for high-quality photo
captures. The controller also instantiates a document detector and
an image processor for document recognition and image prepro-
cessing. The camera continuously transmits image data to the
document detector. The detector delegates a high-quality image
capture when a document is detected. The captured image is
transferred to the image processor, which extracts the detected
document from the image frame, performs skew correction, and
applies various image preprocessing methods to the image. Then,
the CameraViewController instantiates the DocumentViewCon-
troller and passes it the processed image. The DocumentView-
Controller is the main view in the application’s navigation work-
flow. It allows inspection of the image by navigating and passing
the image to the DocumentDetailViewController. The Document
Detail View implements various gestures, such as panning and
pinching, and saves the image to the user’s photo gallery. The
DocumentViewController allows validation of the scanned docu-
ment by pressing the validate button in the view. The control se-
quence received from the JAB code is inserted into the input field
of the displayed modal ValidateSequence view. The validation
process is triggered by pressing the validate button in the modal
view. The integrity validation process is divided into several steps.
First, the document image is passed as input to a text detector,
which triggers a text recognition request to perform OCR. Three
candidates with the highest confidence rate are selected for in-
tegrity checking. The coordinate system of the detected text po-
sitions in the vision framework starts from the lower left corner
of the image. Therefore, the y-coordinate of each recognized
text position is inverted to match the natural coordinate system
of the UIKit framework, which starts in the upper left corner of
the screen. Also, the x and y coordinates of each text position are
scaled to the size of the image and sorted by their x and y coordi-
nates. Then, the identified text positions are passed to the control
sequence validator. Finally, the unmatched text positions are re-
turned and highlighted on the document image, and the validation
result is displayed in a separate modal view.

The document detection process consists of a detection of a
rectangle. We configured a maximum size of 0.5, maximal ob-
servation of 1, minimum confidence of 0.99, quadrature tolerance

Figure 1. Digital seal generation, integrity and authenticity validation system

concept.
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of 20 and aspect ratio in the range of [0.65,0.75]. Each image
frame of the camera is passed onto the detection request for rect-
angular detection. A document is considered to be in the frame,
only if one or more text positions are detected. The used Kits pro-
vides image perspective correction filter that takes four vectors for
all four corners of the image as input to calculate the perspective
transformation. Consequently, the scaled vertices are passed to
the perspective correction filter to transform the perspective cor-
rected image.

Mainly two influencing factors affect the quality of the im-
age threshold, namely the image quality output from the cam-
era and the improvement level of the image thresholding tech-
nique. Smartphone cameras use various image pre-processing
techniques to enhance the image and, in many cases, help reduce
blur and overexposure and improve low-light images in difficult
scenes. The first step, therefore, is to configure the smartphone’s
main camera to achieve better image quality. The configuration
is set as follows: Automatic High Dynamic Range (HDR), mon-
itoring of subject changes, automatic improvement in low-light
conditions, continuous autofocus at close range, continuous auto-
matic adjustment of exposure level, continuous automatic adjust-
ment of white balance level. In the next step, a focus adjustment
observer is registered to receive notifications about whether the
camera is adjusting its focus to delay image capture. Once the
focus of the camera Once the focus of the camera is locked, the
document detector processes the next image to detect the posi-
tion of the document in the image. A point of interest (POI) is
then calculated in the center of the detected document. Then the
camera is adjusted to refocus on the detected POI. A high quality
image is captured to which a predefined set of automatic image
enhancement filters are applied to the image, listed at the Apple
API under CIImageAutoAdjustmentOption.

Error Correction and visualization There are two types
of logical errors that can affect the integrity checking pro-
cess, namely character recognition errors or over- and under-
segmentation. These errors depend heavily on the recognition
performance of the OCR. Character recognition errors are char-
acterized by one or more transposed characters in a single word
and unrecognized characters or words in a text segment. Valida-

Figure 2. Application workflow chart for different views and actions.

tion checks against the control sequence that expects words to be
at a specific position in the text. The integrity check of the rec-
ognized sequence fails if the word is misspelled or another word
is expected at that position. OCR returns multiple recognized text
observations of a recognized word, sorted by recognition confi-
dence rate. Therefore, three text observations that have the highest
confidence rate are selected. Recognition error correction is per-
formed in the following steps. First, the control sequence is vali-
dated using the candidate with the highest confidence rate. If the
validation fails, the control sequence is validated using the second
and third candidates. Validation may also fail if a different word is
expected at the current position, which is the case if a word is not
recognized by OCR. An unrecognized word creates an offset in
the validation position of the control sequence, resulting in severe
validation errors. Therefore, a look-ahead to the control sequence
is implemented to detect and correct the position of the control se-
quence. The look-ahead on the control sequence is initiated when
the validation of the sequence fails based on the first, second and
third text candidates. The look-ahead checks whether the current
sequence matches the position for these three candidate observa-
tions and the next control sequence position. Accordingly, the
current segment is marked as invalid and the control sequence po-
sition is advanced.

Horizontal segmentation errors, such as merging and split-
ting, are detected and corrected by advancing either the con-
trol sequence or the detected sequences. Horizontal merging oc-
curs when OCR unexpectedly merges two segments into one.
This means that the position of the expected control sequence
has changed for validation of two expected sequences into one.
Therefore, a look-ahead technique is applied to merge the current
control sequence with the following one. The integrity check con-
dition is rechecked after the merge, and the position of the con-
trol sequence is advanced. In contrast, horizontal separations are
detected by applying the look-ahead technique and merging the
currently detected sequence with the following sequence. Then,
the merged sequence is matched with the current position of the
control sequence. Thereupon, the current position of the detected
sequence is brought forward.

Sequences that failed control sequence validation are re-
turned with corresponding positions as bounding boxes according
to the validation process. These failed sequences are highlighted
at their occurrence in the document. However, the expected text
needs to be shown to the verifying user to inspect the failed se-
quences manually. Moreover, line spacing can vary depending on
the document’s layout and the used font size, which makes it chal-
lenging to draw expected text without overlapping other areas in
the document. Therefore, a technique to optimize the placement
of the text near adjacent failed areas is implemented. The tech-
nique determines all intersecting rectangles for each failed rect-
angle position. Then, the height of the failed rectangle is adjusted
by subtracting it from the intersecting rectangle’s height. More-
over, the height of the failed rectangle is reduced to half, and the
vertical height position is centered. The system’s default font was
selected to show the control sequence at font size 25. Finally, the
control sequence is shown above the rectangle’s position at 25%
of the rectangle’s height.
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Evaluation
Our experimental setup consists of documents with the five

different fonts and three different sizes. Further we evaluate the
robustness and usability by two specific documents with the char-
ter font. Figure 3 shows that the different fonts have roughly iden-

Figure 3. Results for the error rate of the OCR for different fonts depending

of the font sizes.

tical error rates at a font size of 10.5. While the error rates for
Arial, Helvetica and Times New Roman increase with decreas-
ing font size, the error for Verdana remains about the same for
all three font sizes and Charter has the lowest error rate across all
font sizes. The results led us to continue further evaluations with
the charter font.

With the language, it was noticeable that the error rates with
English text were only about half as high as with German text.
When rotating the camera to the document, one can see that the
OCR used has high error rates if the document is not aligned be-
fore the OCR process. The document recognition time was 1.26
seconds on average.

The figure 4 shows how, in case of a difference, the too digi-
tally stored information is inserted above the text. This means that
the user only has to check at these points whether it is an OCR er-
ror or a forgery, as in figure 4, for example, the year of birth and
the registration number have been changed. As you can see, the
method for displaying the differences is not yet optimal.

Figure 4. Example of integrity failure visualization of (a) failed rectangular

positions and (b) visualized control sequence at failed positions with large

vertical line spacing.

Conclusion and future work
In this work, an approach for integrity verification of dig-

itally sealed printed documents using a smartphone application
was presented. The proposed approach was implemented accord-
ing to the defined requirements to achieve robustness, usability

and privacy. Integrity verification scheme using machine-readable
text for paper-based documents. Unlike most existing approaches,
this approach provides automatic integrity verification of docu-
ments.

Due to the limitations in the state of the art implementation,
the proposed concept was implemented as a smartphone appli-
cation. The robustness and the usability of the state of the art
implementation were compared to the implemented approach. In
future work, the image thresholding technique should include a
light intensity parameter to adjust the thresholding intensity and
reduce the background noise. Although the proposed text align-
ment technique corrected horizontal over-segmentation errors, it
is unclear under which conditions vertical over-segmentation er-
rors occur. Therefore, a comprehensive analysis should be per-
formed in future work using various vertical and horizontal line
spacings, fonts, fonts sizes, and different text lengths.
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