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Abstract

Recently human-machine digital assistants gained popular-
ity and commonly used in question-and-answer applications and
similar consumer-supporting domains. A class of more sophisti-
cated digital assistants employing longer dialogs follow the trend,
and there are several commercial platforms supporting their pro-
totyping such as Google DialogFlow, Manychat, Chatfuel, Ama-
zon Lex, etc. This paper explores cloud deployment of chatbots
systems and their performance assessment methodologies. The
performance measures includes system response delays and nat-
ural language processing capabilities. A case study platform
supporting so-called deep-logic chatbots with long cycling ca-
pabilities is implemented and used for the assessment. To en-
able human-like conversations with a chatbot, huge training data,
complex natural language understanding models are required and
need to be adjusted and trained continuously. We explore im-
plementation formats supporting auto scaling, and uninterrupted
availability. In particular, we employ an architecture consisting
of separate dialog management, authentication, and Natural Lan-
guage Understanding (NLU) services. Finally, we present a per-
formance evaluation of such loosely coupled chatbot system.

Introduction

A chatbot is an artificial intelligence (AI) software that can
simulate a conversation with a user in natural language through
messaging applications, websites, and mobile apps. A chatbot is
often described as one of the most advanced and promising ex-
pressions of interaction between humans and machines [1].

However, from a technological point of view, a chatbot only
represents the natural evolution of a question answering system
leveraging natural language processing (NLP). Formulating re-
sponses to questions in natural language is one of the most typical
examples of NLP applied in various enterprises’ end-user appli-
cations [2]. Chatbots, also commonly known as dialog agents,
receive requests from users either through speech (spoken lan-
guage) or direct text input and output either a textual or vocal
response (through speech synthesis) [3]. Lately, many industries
and technology giants have been incorporating NLP into the chat-
bots for more human-like conversations, with the rise in artificial
intelligence solutions. In this regard, the transformers [4] have
become the to-go architecture for NLP, outperforming the con-
volutional and recurrent neural networks. As much as there has
been an emergence in chatbot development frameworks [5], such
as Dialogflow, ManyChat, Chatfuel, and Wit.ai, among others, so
has been the rapid increase in NLU engines [6] by popular cloud
service providers (Google, Amazon, Microsoft, to name a few).
These NLU services classify user inputs into entities and intents.

Despite the presence of overall chatbot frameworks with

IS&T Infernational Symposium on Electronic Imaging 2022

Mobile Devices and Multimedia: Enabling Techno%gies, Algorithms, and Applications 2022

some consisting of built-in NLU integrations such as Dialogflow
and some facilitating the integration of external NLU services
to their framework such as ManyChat, the challenges to deploy
a functional integrated chatbot-NLU system in real-time exist.
Some of these problems include: the methodology to establish
communication between chatbot core (dialog management unit
that drives the conversation flow and decides the subsequent steps
(see figure 1), the decision whether to use popular NLU frame-
works (whose underlying prediction models are unknown such as
Google Dialogflow or Amazon Lex) or a bespoke NLU model,
and finally, the performance aspects of aforementioned units of
the chatbot system architecture.

Therefore, in this work, we initiate the investigation of the
technical performance aspects (above mentioned third challenge)
of the chatbot-NLU integrated architecture. Towards the real-
ization of this goal, we developed a proof-of-concept rule-based
chatbot service, and setup communication with a transformers-
based NLU prediction service through the microservices archi-
tecture [7]. Microservice architecture bots are known to pro-
vide flexible conversational interface to extract the service infor-
mation, service API documentation, building and testing results,
the health status, service usage analysis, and service dependency
graphs by connecting multiple tools [8]. Furthermore, to opti-
mize the performance and measure response times, cloud services
are utilized and compared with the on-premises implementation.
Specifically, we evaluated the performance of a microservices-
based chatbot application with NLU along with Facebook mes-
senger as a communication channel. The communication re-
sponse times and NLU prediction accuracy are reported.

The remainder of this paper is organized as follows. Section
2 covers background of exisiting NLP services for chatbots, high-
lights the performance challenges faced by the chatbot-NLU in-
tegration in the microservices architecture, and briefly covers the
aspects we address in this paper. In Section 3 we provide NLP
integration methodology for a rule-based chatbot core service.
In Section 4 we provide the two experimental settings covering
the communication with NLU service with and without Facebook
Messenger channel. In Section 5 we present the performance re-
sults and provide concluding remarks in section 6.

Background

This section first covers existing NLP services available for
easier integration with chatbot and enable more human-like con-
versations followed by the existing performance challenges in
microservices-based NLP integration.
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NLP services for chatbots

Many services exist that provide building blocks to realize
an intelligent conversational agent with NLP capabilities. Some
of these services include IBM Watson [9], Wit.AI [10], and Di-
alogflow [11]. These services enable NLP integration in chatbots
by providing built-in cloud-based cognitive services and natural
language interfaces for applications with the capabilities to con-
vert user’s natural text into structured data. Such NLP services let
the developers integrate to different social media channels such
as FB Messenger, WhatsApp, Slack, among others with the to-
ken. It is however the developer’s responsibility to handle the
coordination between chatbot interface, integration between the
chatbot core and third-party services, and additional overhead of
the overall integration’s maintenance, scalability, and extensibil-
ity. To that end, the microservices-based architecture for system
design becomes a solution that provides the flexibility of integrat-
ing heterogeneous services with less overhead of communication
and complexity as well as loose coupling of different functional-
ity (such as in this chatbot-NLU integration work) to avoid single
point of failure. Microservices are small, autonomous services
that work together and can be executed independently.

Performance challenges in NLP integration

Implementing microservice-based applications in container-
ized [12] cloud is motivated by easy deployment, fast migra-
tion, and higher scalability resulting in lowering infrastructure and
maintenance costs. All the services in microservice architecture
are independent from each other and the only form of communica-
tion between services is through their published interfaces such as
endpoints [13]. Although microservices are supposed to be faster,
they add a layer of complexity that poses considerable perfor-
mance problems. The major ones include: (1) the choice between
synchronous and asynchronous calls to involved services. The
asynchronous requests allow for more concurrent work within in-
dividual services, and more efficient requests for the integrated
application. However, it is important that the receiving service
can fulfill such asynchronous requests within a decent time win-
dow, and scale to accommodate the continuous load of requests
[6]. (2) Handling third-party requests: Although microservices
are communicating with one another efficiently, sometimes the
limitations of a third-party service or API can cause significant is-
sues for an application. With the increasing growth of third-party
services and APIs within applications, to avoid application failure
and for the continued service of these services and APIs, appro-
priate measures must be taken into consideration for integrated
services. Owing to the aforementioned challenges, in this paper
we present the performance assessment of chatbot-NLU services
integration that consists of third-party services in the architec-
ture. This work leveraged and integrated best functionalities of
the available frameworks (such as [14]) for realization of human-
like chatbot with NLU integration. Further, performance is mea-
sured through system response delay and NLU service prediction
performance.

NLP Integration Methodology

This section presents NLP integration methodology along
with the integrated system architecture, covers the experimental
setup for the collection of response time and model prediction
accuracy as performance metrics. Figure 1 presents the overall

system architecture consisting of a chatbot integrated with NLU
service. The figure shows the communication sequence in the in-
tegrated system. Each service in the architecture communicates
via corresponding APIs. The chatbot-user communication flow is
as follows:

* The front-end user interface constitutes of messaging chan-
nels such as SMS (Twilio), Facebook Messenger, WhatsApp,
among others. These channels are used by an end-user to com-
municate with the chatbot and its backend.
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Figure 1. Chatbot-NLU Integrated System Architecture.

how old are you?
20 years old

Thanks your answer is: 20 years
Response time:
911.4649999999999

How many cigarettes you
smoke? Please specify number?

10-20 cigarettes

Thanks your answer is: 10 - 20
Response time:
857.4540000000001

Figure 2. Chatbot Communication via Facebook Messenger channel with
NLU.
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* Second is the bot layer consisting of scheduler service that pe-
riodically checks for pending or timed messages ready to be
sent, core dialog management unit that performs rule-based de-
cisions on user’s input, and a natural language understanding
(NLU) service that handles user’s free-text necessary to take ap-
propriate action or response. The core unit asynchronously pro-
cesses every incoming message, communicates with the NLU
service when needed for advanced processing or pre-processing
of free-text so as to be recognized by the rule-based processor
in core and take correct actions.

* The integrated system is built on Amazon Web Services back-
end. The core unit is deployed on the elastic cloud compute
instance and the NLU utilized AWS object store S3 for trained
models to communicate via AWS Lambda functions.

Experimental Setting and Performance metrics
In this paper, we have used two types of experimental setups
deatils of which are explained in the following sections.

1. NLU Model as a service

We deployed NLU trained model in the cloud and exposed
it as application programming interface (API) endpoint.
This API will take questions, evaluate them based on the
context, and gives the appropriate answer back. We utilize a
customized script to send API requests to the NLU service.
A pre-trained language model based on the Bidirectional
encoder representation for transformers (BERT) is uploaded
as an Amazon Web Services (AWS) S3 object.

2. Facebook and NLU communication

In this setup, we have integrated our NLU service with Chatbot
which is deployed in the cloud. Additionally, we have created
a Facebook page and enabled the messenger. By using web-
hook, we have connected this Facebook page with our NLU
integrated chatbot. So any user who communicates with our
chatbot using this page is able to receive a response from the
NLU service if the the message is not recognized by the chat-
bot. Figure 2 shows an example conversation and a rule-based
chatbot communication with the NLU service.

As for the performance metrics, we utilize average response
times for NLU communication and prediction performance accu-
racy for NLU model.

Response Time

Response Time is defined as the time taken to receive re-
sponse for a given request. In the first evaluation regarding direct
communication with NLU service, we took response time as the
time taken to get response from the service. We took an aver-
age of 25 sent requests for consistency. The average response is
calculated as:

Sum of All Response Times

Average Response Time =

(€]

Number of Iterations

For the second evaluation, we sent the message to chatbot
from the Facebook (FB) messenger. The messenger sends request
to NLU service and gets the response back to the user. In this case,
the response time is the summation of NLU service response time
and the Facebook messenger delay. Furthermore, we repeated the
experiment 25 times and calculated the average response time.
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NLP Prediction Accuracy: F-score

We use F-score as the accuracy of a model on a dataset. It is
the harmonic mean of model’s precision and recall where preci-
sion is the fraction of relevant examples out of all retrieved exam-
ples and recall is the fraction of retrieved examples among all rel-
evant examples. A standard F1-score (F-score of 1) is expressed
as:

precision X recall
o PO 2 TR

F=2 @

precision+ recall

Results

This section presents the performance measures obtained
from the chatbot-NLU communication under the two experimen-
tal settings as described in the experiment setting section.

NLU Response Times

As mentioned before, we experimented two different scenar-
ios. For the first scenario, we calculated the NLU response time
without any messaging platform. Figure 3 shows the response
times over 25 communication instances. The highest response
time was 869 milliseconds and the lowest was 694 milliseconds.
Thus, the average response time was approximately 760 millisec-
onds. Whereas, for the second experiment that includes the mes-
senger platform (Facebook), the highest time was observed to be
1038 milliseconds and 747 milliseconds was the lowest with 897
milliseconds average response time. From the above two calcula-
tions, we observed that the average delay caused by the Facebook
messenger is around 137 milliseconds which seems reasonable.
Figure 2 shows the chatbot communication using Facebook mes-
senger and the response times of each message exchange.

NLU Response times comparison

- Response Time (ms)
= Response Time_FB_NLU (ms)
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Figure 3. NLU Response times comparison.

NLU Prediction Accuracy: F-score

Given the microservices-based NLU integration with the
chatbot, the average response times are dependent on the predic-
tion from the NLU model. Thus, the correctness of predictions
is important for proper actions from the chatbot service to user’s
requests. We evaluate the correctness of the NLU service predic-
tion based on the accuracy (F1-score) of the trained model itself.
Table 1 shows the F1-score of the NLU model with average re-
sponse times of the NLU service. The pre-trained BERT model
was fine-tuned on the evaluation dataset that consists of keywords
and examples from the intervention protocol [15] provided for the

205-3



case-study chatbot from healthcare professionals. F1-score is then
computed over the individual words in the prediction against the
ones in the true answer. Thus, the basis of Fl-score is the num-
ber of shared words between the prediction and the truth. We
achieved an F1-score of 0.94 for the fine-tuned model that was
uploaded to the S3 object store and released as a prediction ser-
vice.

Table 1: NLU prediction performance and Average response
times

Model | Parameters F1_scord Average | Average
response| response
time time
On FB
prem Channel
_NLU _NLU

NLU pre-trained 0.94 767.8 896.73

model | model on ms ms

ser- massive

vice dataset avail-
(BERT| able publicly
trans- | and fine-
former)| tuned on the
evaluation
corpora: all
tokens-768
last layer

Conclusions

In this paper, we presented a rule-based chatbot integrated
with the NLU service, both deployed in the cloud. We demon-
strate the microservices-based integration architecture and suc-
cessful communication between the involved services overcoming
the performance challenges typically faced by such architecture.
To validate the chatbot and NLU performance, we conducted ex-
periments for measuring system response times and NLU model’s
accuracy. We observed that the presented architecture manages
both standard (integration with FB messenger) and bespoke (in-
tegration with NLU model deployed as S3 object store service)
third-party services. The integrated application decently avoids
significant issues that are typical of such architecture by main-
taining the communication delays well under the limits and deliv-
ering a decent prediction performance (with F1-score of 0.94) by
the NLU model.
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