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Abstract 
In recent years, behavioral biometrics authentication, which 

uses the habit of behavioral characteristics for personal 
authentication, has attracted attention as an authentication method 
with higher security since behavioral biometrics cannot mimic as 
fingerprint and face authentications. As the behavioral biometrics, 
many researches were performed on voiceprints. However, there 
are few authentication technologies that utilize the habits of hand 
and finger movements during hand gestures. Only either color 
images or depth images are used for hand gesture authentication 
in the conventional methods. 

In the research, therefore, we propose to find individual 
habits from RGB-D images of finger movements and create a 
personal authentication system. 3D CNN, which is a deep 
learning-based network, is used to extract individual habits. An F-
measure of 0.97 is achieved when rock-paper-scissors are used as 
the authentication operation. An F-measure of 0.97 is achieved 
when the disinfection operation is used. These results show the 
effectiveness of using RGB-D video for personal authentication. 

1. Introduction  
In recent years, biometric authentication using fingerprints, 

irises, faces, etc., has been used instead of passwords and PINs as a 
personal authentication method when logging in to a PC or 
unlocking a smartphone. Such personal authentication using the 
physical and behavioral characteristics of a person is called 
biometrics authentication. It is said to be more secure than a 
password because it is less likely to be lost or stolen. Biometrics 
authentication is beginning to be used not only for logging in to PC 
and smartphones but also for immigration control at airports and 
identity verification when paying with credit cards. 

Biometrics authentication is classified into a static method 
using physical characteristics and a dynamic method using 
behavioral characteristics. Fingerprints [1], faces [2], irises [3], 
veins [4], etc., are used for authentication based on physical 
characteristics. Since these technologies use a part of one's body 
for authentication, they are convenient and have high 
authentication accuracy. However, once a feature is stolen, the 
physical quality cannot be changed, so there is a disadvantage that 
it cannot be used for authentication again. Also, fingerprints and 
faces may change over time, and even the person himself may be 
rejected. Furthermore, face recognition can pass the authentication 
even if it is another person by using the person's face photo and 
collecting and duplicating the fingerprint.  

Authentication using behavioral characteristics can solve the 
disadvantages of authentication using the above physical 
characteristics because it is difficult to reproduce the person's 
behavioral habits even if the authentication operation is leaked. 
Therefore, it is attracting attention as a more secure authentication 

method. Gaits [5], voiceprints [6], signatures [7], etc., are used for 
authentication. Besides, the Japan Automatic Identification 
Systems Association [8] has found that the fingers' movements 
during hand gestures include individual characteristics. Gait 
authentication uses the whole body, so it is difficult to change the 
movement, but hand gestures are very convenient because it is 
easy to change the movement pattern. There are previous studies 
such as [9, 10] for authentication using hand gestures, but the 
number of examples is small compared to authentication based on 
other behavioral characteristics [11]. Only color images are used 
for hand gesture authentication in reference [9], and only depth 
images are used in the method in reference [10]. Therefore, it is 
considered possible to improve the authentication accuracy by 
performing authentication by combining a color image and a depth 
image that has three types of information, vertical, horizontal, and 
depth, and which easily produces motion information. In addition, 
the demand for non-contact technology is increasing due to the 
epidemic of COVID-19, and it is possible to perform 
authentication using hand gestures without contact. 

Based on the above, the purpose of this paper is to obtain 
individual habits from RGB-D images of finger movements during 
hand gestures and perform personal authentication as a non-contact 
and highly-secure authentication method. As hand gestures used 
for authentication, (1) rock-paper-scissors movement and (2) 
movement of holding his hand over the disinfectant are examined, 
and the habit of finger movement is sought, and personal 
identification is performed. A 3D CNN called ECO [12] by 
Mohammadreza Zolfaghari et al. Is used to extract individual 
habits. In addition, we will verify the accuracy of personal 
authentication through experiments. 

 

2. Related Works 
2.1 Personal Authentication Using Hand Gestures 

Here, we introduce related research on biometrics 
authentication using hand gestures. For authentication by hand 
gesture, a method using an accelerometer [13, 14] and a method 
using a color image or a depth image have been proposed. Here, 
the latter related method is introduced. 

Azuma et al. [9] use color images of hand gestures and 
perform personal authentication using two features, one that 
focuses on the movement of the fingertips and the other that uses 
HLAC. As a result, they have achieved a true acceptance rate of 
80% and a true rejection rate of 99.5%. Wu et al. [10] have 
developed two-stream-convolutional neural networks for personal 
authentication from optical flows that represent the depth images 
of a series of gestures and the movement of objects between 
frames as vectors. Depth images and optical flow are used for 
personal authentication. By inputting the depth image into the 
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spatial convolutional network and the optical flow into the time-
axis convolutional network and combining the outputs of the two 
networks, it is possible to identify the person even in the gesture 
image that is not in the training image. 
 
 

2.2 ECO 
Here, we explain the ECO used to obtain the features of finger 

movements. ECO is an abbreviation for Efficient Convolutional 
Network for Online Video Understanding and is a deep learning 
model for classifying behaviors in videos. 

The ECO consists of the 2D Net module Inception-v2 [15] 
and the 3D Net module 3D ResNet [16]. The input is a 16-frame 
video with a length and width of 224 pixels, which is first 
processed by Inception-v2 to extract features. Next, the extracted 
16 frames of features are combined and input to 3D ResNet. After 
that, the behavior class is classified in the fully connected layer 
from the output of 3D ResNet. However, in this paper, we do not 
identify the behavior class after extracting the features but use 
ECO to obtain the features from the moving images. In this paper, 
we do not perform training or fine-tuning with our own data but 
use the pre-trained model [17] published on the ECO developer's 
GitHub. 
 
 

3. Data Measurement System and 
Preprocessing 
3.1 Shooting Environment 
 Figure 1 shows the shooting environment for this experiment. 
The 3D sensor used for shooting is FX-1 [18], and the color 
camera is eMeet Nova. The 3D sensor and color camera were fixed 
on a desktop stand. The measurement data is shown in Table 1. 
The subjects were 9 males in their 20s, and the subjects performed 
hand gestures with their palms facing up, and their movements 
were photographed at 30 fps for each sensor. The number of 
shootings is 24 times per person for rock-paper-scissors 
movements and 30 times per person for disinfection movements. 
Figures 2 and 3 show examples of data taken with a 3D sensor and 
a color camera for rock-paper-scissors and disinfection operations. 
 

 
 
Figure 1. Shooting environment (left: color camera, right: 3D sensor) 
 
 

Table 1 measurement data 

authentication 
operation subject number 

of shots 

Rock-paper-
scissors 

9 men  
in their 20s 

24 

disinfection 9 men  
in their 20s 

30 

 

3.2 Data Processing 
First, both the shooting results of the color camera and the 3D 

sensor are trimmed for 128 frames from the detection of the hand 
to the end of the hand gesture. The shooting results with the 3D 
sensor are obtained as a point cloud, as shown in Fig. 2 and Fig. 4. 
Normalize this point cloud from -0.5 to 0.5. The shooting result of 
the color camera is converted into an image for each frame. Then 
resize the height and width to 224 pixels to fit the ECO input size. 
 
 

4. Personal Authentication System Using 3D 
CNN 
4.1 System Flowchart 

In this method, the feature amount of hand movement is 
obtained from the shooting result by 3D CNN. Figure 4 shows the 
flowchart of the proposed method. This method consists of two 
stages, learning, and authentication. First, during learning, the 
normalized 3D point cloud is converted into a depth image with a 
height and width of 224 pixels. The created depth image and color 
image are input to the 3D CNN for each frame, and the feature 
amount of the movement habit is calculated. In this paper, ECO 
[14] is used as a 3D CNN for finding features. A 512-dimensional 
feature is obtained as the output of ECO. Then, the features are 
input to the SVM, and a discriminative model for judging an 
individual from the habit of finger movement is created. At this 
time, the SVM inputs were verified using only depth images, color 
images only, and RGB-D images.  

At the time of authentication, the normalized point cloud is 
changed to a depth image as in the case of learning. After that, it is 
input to the ECO for each frame, and the feature amount of the 
habit of hand gesture is calculated. After that, the feature amount is 
input to the SVM discrimination model created at the time of 
learning, and personal authentication is performed. 
 

4.2 Network Details 
ECO consists of a 2D network and a 3D network. The 2D 

network uses up to the inception-3c layer of the BN-Inception 
architecture [15]. This architecture has a pooling kernel with 2D 
filters and batch normalization. This architecture is said to be 
efficient. The input of the 2D network is a 16-frame image of size 
224 x 224, and the output consists of 96 feature maps of size 28 x 
28 with 16 frames. 

The 3D network uses 3D-ResNet18 [16]. 3D-ResNet18 is an 
efficient architecture used in many video classification tasks. The 
output is a feature size of 1x512. 

color 

camera 3D sensor 

automatic 

dispenser 
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(a)   3D measurement data 

 
 

 
(b)   RGB measurement data 

 
Figure 2. Shooting data of rock-paper-scissors operation 
 
 

 
(a)   3D measurement data 

 

 
(b)   RGB measurement data 

 
Figure 3. Shooting data of disinfection operation 
 
 

 
Figure 4. Flowchart of Proposal System
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In this paper, we did not train ECO with our own data but 

used a pre-trained model. The pre-trained model is trained by the 
Momentum method [19] with an initial learning rate of 0.001, a 
batch size of 32, a weight decay of 0.0005, and a momentum of 0.9. 
The 2D net weights are initialized with the Kinetics pre-trained 
BN-Inception [16] provided in [20]. The weights of the 3D Net are 
initialized by the pre-trained model of the 3D ResNet18 provided 
in [21]. After that, it is trained with 10 epochs in the Kinetics 
dataset. 
 
 

5. Experimental Results 
Based on the measurement data shown in Table 1, the results 

of personal authentication of rock-paper-scissors operation and 
disinfection operation from depth images, color images, and RGB-
D images by the leave-one-out method are shown in Table 2 and 
Table, respectively. Shown in 3. 

The maximum accuracy of the precision rate is 0.98, and the 
maximum accuracy of the recall rate is 0.98. The accuracy of the 
previous study [9] using color images of hand gestures is that the 
acceptance rate of the person is 80%, and the rejection rate of 
others is 99.5%. In the accuracy evaluation index of this paper, the 
recall rate corresponds to the person acceptance rate, and the 
precision rate corresponds to the refusal rate of others. From this, 
the acceptance rate of the person in this method is 98%, and the 
rejection rate of others is 98%. The reproducibility exceeded the 
accuracy of the previous study, and the precision rate achieved the 
same accuracy as the previous study. 

Looking at the average F-measure of personal authentication 
in rock-paper-scissors operation, it was 0.98 for depth images only, 
0.94 for color images only, and 0.97 for RGB-D images. In the 
disinfection operation, it was 0.84 for the depth image only, 0.97 
for the color image only, and 0.97 for the RGB-D image. It can be 
seen that the authentication with the depth image and the RGB-D 
image is more accurate than the authentication with the rock-
paper-scissors operation only with the color image. It is considered 
that this is because the depth image can acquire the habit of hand 
and finger movement when the hand is changed from rock to 
scissors and scissors to paper in the 3D shape than in the color 
image. In addition, in Fig. 2 (a) and Fig. 3 (a), the shooting results 
with the color camera may not be able to perform stable image 
measurement due to the influence of lighting and external light, so 
the area and movement of the hand can be acquired appropriately. 
It may not be possible. Therefore, it is considered that the use of a 
3D sensor can capture hand movements more stably in the 
shooting environment than with a color camera. On the other hand, 
in the case of disinfection operation, the F value of the color image 
and RGB-D image authentication is higher than that of the depth 
image alone. It is considered that this is because the disinfection 
movement only puts the hand in and out, and it is more difficult to 
distinguish the habit of finger movement such as bending and 
opening the finger than the rock-paper-scissors movement. 
However, the RGB-D image authentication is highly accurate in 
both the rock-paper-scissors operation and the disinfection 
operation. From the above, it is considered that stable 
authentication accuracy can be achieved by using RGB-D images 
for authentication, regardless of the shooting environment, even for 
hand gestures with few movement habits. 
 

Table 2 Personal Authentication results of rock-paper-scissors 
operation 

(a) depth video 
Precision Recall F-measure Accuracy 

0.98 0.98 0.98 0.98 
 
(b) RGB video 

Precision Recall F-measure Accuracy 
0.95 0.94 0.94 0.94 

 
(c) RGB-D video 

Precision Recall F-measure Accuracy 
0.97 0.97 0.97 0.97 

 
 

Table 3 Personal Authentication results of disinfection 
operation 

(a) depth video 
Precision Recall F-measure Accuracy 

0.84 0.84 0.84 0.84 
 
(b) RGB video 

Precision Recall F-measure Accuracy 
0.98 0.97 0.97 0.97 

 
(c) RGB-D video 

Precision Recall F-measure Accuracy 
0.97 0.97 0.97 0.97 

 

6. Conclusion 
In this paper, we used 3D CNN to find the movement habits 

of hand gestures for RGB-D image data and performed personal 
authentication. Authentication was performed using only depth 
images, only color images, and RGB-D images. As a result, it was 
confirmed that the depth image could be stably photographed with 
the hand movement regardless of the shooting environment, and 
the color image can be authenticated even with the movement that 
does not easily cause movement habits. Therefore, by using RGB-
D images, stable authentication can be performed even for hand 
gestures that are not affected by the shooting environment and 
whose movement habits are unlikely to appear. 

In this paper, 9 subjects were used for personal authentication. 
However, as an authentication system, since the number of 
subjects is small, it is necessary to confirm whether this method is 
effective even if the number of subjects is increased. In addition, 
although rock-paper-scissors and disinfection operations were used 
as personal authentication operations, it is necessary to consider 
whether other hand gestures also cause individual habits. It would 
be more convenient if authentication could be performed with 
shorter and simpler operations. 

Furthermore, improving the authentication accuracy is a 
future issue. First, in order to improve accuracy, it is necessary to 
increase the shooting frame rate. In this paper, the authentication 
operation was shot at 30 fps, but by increasing the resolution on 
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the time axis, it may be possible to shoot fine habits of hand and 
finger movements. Next, it is necessary to devise data 
preprocessing. In this paper, only data normalization is performed. 
Therefore, it is considered that the habit of hand gesture movement 
can be obtained by extracting only the hand region as 
preprocessing. Another example is to shoot hand gestures from two 
directions. In this paper, the image was taken from one direction, 
but by taking pictures from two directions, such as up and down, it 
is possible to reproduce the full 3D of the hand, and it is thought 
that it will be easier to find the habit of movement. In this paper, 
the deep learning used is a pre-trained model. Therefore, it is 
thought that the accuracy will be improved by learning the network 
with the data taken by oneself. 
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