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Abstract
The ever-growing variety of capture methods and applica-

tions for 3D range geometry continually increases the need for
efficient methods of data storage and transmission. Compres-
sion techniques address this need by offering reduced file sizes
while maintaining the precision needed for a particular applica-
tion. Several such compression methods use phase-shifting prin-
ciples to encode the 3D data into a 2D RGB image. In some
applications, such as telepresence, high precision may only be
required in a particular region within a scan. This paper pro-
poses a feature-driven compression method that provides a way
to encode regions of interest at higher precision while encoding
the remaining data at lower precision to reduce file sizes. This
method supports both lossless and lossy compression, enabling
even greater file size savings and a wider range of applications.
In the case of a depth scan of a bust, an extracted bounding box
of the face was used to create an encoding distribution such that
the facial region was encoded at higher precisions. When using
JPEG 80, the global RMS reconstruction accuracy of this novel
encoding was 99.72%; however, in the region of interest, the accu-
racy was 99.88%. This feature-driven encoding achieved a 26%
reduction in compressed file size compared to a fixed, high preci-
sion encoding.

Introduction
Advances in optical and computing technologies have al-

lowed many subsequent improvements to be made in the field
of three-dimensional (3D) range scanning. Range-scanning sys-
tems are now capable of capturing high-precision 3D range data
at speeds much faster than real-time (i.e., 30hz or 60hz) [1].
These increases in fidelity and acquisition speed bring with them
an increase in the quantity of raw data being generated by such
systems. To enable the more effective use of 3D range geom-
etry for visualization and manipulation, this data must be com-
pressed. One typical method of compressing 3D range data is to
sinusoidally encode its depth information within the three color
channels of a conventional 2D RGB image [2, 3, 4, 5]. This en-
coded depth information may then be additionally compressed
using well-established image compression standards (i.e., PNG
or JPEG, depending on the method), further reducing file sizes.
Several image-based, depth compression algorithms, such as mul-
tiwavelength depth [5], employ a user-defined parameter, fringe
width (P), that determines the frequency used to encode the depth
information into the output image and is easy to transmit as over-
head. In general, if the value of this fringe width is decreased,
the encoding precision and file size increase; conversely, as the

fringe width is increased, encoding precision and file size gener-
ally decrease. Conventionally, a constant fringe width parame-
ter is defined for an entire encoding. However, as first described
in the Variable Precision Depth (VPD) method [6, 7], this fringe
width can be set on a pixel-by-pixel basis, determining the en-
coding precision for each pixel independently from the rest of
the data. One crucial aspect of this pixel-wise fringe width map,
P(i, j), is that it must be precisely known both at the time of en-
coding and decoding for the depth to be reconstructed correctly.
Precise determination of the map could be accomplished by send-
ing an additional image alongside the depth encoding, but this
would significantly increase the overall file size. The transmis-
sion of an entire additional image was avoided by creating the
fringe width map, P(i, j), from a simple transformation of the
normalized depth map that is stored as the third channel of the
three-channel encoding produced by this method. One proposed
method to create this fringe map utilized a normal distribution fit-
ted to this third channel. The normal distribution was used to de-
termine the per-pixel fringe width according to the distribution of
the pixels within the scan’s depth range (depth ranges containing
more points were encoded with greater precision and vice versa).
As mentioned, precise knowledge is required to re-derive this dis-
tribution on the decoding side making the method strictly depen-
dent upon the lossless transmission of the base encoding. If the
encoding is compressed using lossy formats (i.e., JPEG or one
of several video compression methods), then the synthesis of the
fringe width map cannot be perfectly reproduced on the decoding
side as values in the normalized depth map will have changed.
Without a precise fringe width mapping the compressed 3D range
geometry cannot be accurately decoded. The proposed method
adapts and expands the approach set forth in VPD [6, 7] by en-
abling feature-driven compression of 3D range data, compatible
with lossy file formats, for use in a variety of applications such as
telecommunications, telepresence, and entertainment.

The proposed approach allows regions of interest to be well-
preserved within a scene while reducing the overall file size of the
encoded output. Targeted precision can be achieved through fea-
ture detection (or selection) within a 3D range scan, and then gen-
erating a varying fringe width distribution map focused upon that
feature, or features, of interest (e.g., face, eyes, etc.). When this
feature-driven precision approach was used to compress a depth
scan of a bust using JPEG 80, the resulting reconstruction had a
global RMS accuracy of 99.72%; while, in the region of inter-
est, the accuracy was 99.88%. As points outside of the region
of interest were stored at lower precisions, file size savings were
achieved. For the same depth scan of a bust, the proposed method
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gave greater than 26% file savings over an encoding where a fixed,
high precision was used for the entire encoding. If some consid-
eration is given to the manner in which this distribution is gener-
ated (i.e., smoothly varying between fringe widths), the method
is compatible with both lossless and lossy compression standards,
allowing high compression ratios to be achieved while maintain-
ing fidelity in the targeted regions. The remainder of this paper
will describe the proposed method, present experiments demon-
strating its performance, and conclude with a summary.

Principle
Multiwavelength Depth Encoding

The proposed method is based on a phase-encoding tech-
nique called multiwavelength depth encoding (MWD) [5]. The
MWD method encodes a floating-point depth map into the three
color channels of a conventional RGB image by applying three
different transformations to the depth map. Two of these opera-
tions are sinusoidal modulations and the third is a scaling of the
depth map. The transformations can be described as

I1(i, j) =
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Z(i, j)−min(Z)
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, (3)

where Z is the depth information being encoded, P is the user-
defined fringe width that specifies the encoding frequency, and
I1, I2, and I3 are the encodings of the depth information. To-
gether I1, I2, and I3 comprise the encoded image and are typically
stored as the red, green, and blue channels of the encoded image,
respectively. Often, P is defined by the user with a more conve-
nient value that describes the number of encoding periods (nstr)
by P = Range(Z)/nstr. The MWD method makes use of a con-
stant value for P (equivalently a constant nstr), encoding with the
same precision throughout the entire scan. If additional detail is
required in a particular region, the entire scan must be encoded at
that increased precision, and higher precision comes at the cost of
increased file size. This trade-off can be particularly disadvanta-
geous when portions of the scan outside of the region of interest
are unimportant and do not need to be encoded with high preci-
sion. The proposed method addresses this type of situation by in-
troducing a spatially-aware, variable precision encoding approach
that is able to encode different portions of a scan with different
levels of precision using an encoding period map Nstr(i, j) which
varies pixel-by-pixel.

Spatially-Aware Depth Encoding
To encode 3D range data in a feature-driven manner using

the proposed method, the desired feature(s) of interest must first
be identified within the data that is to be compressed. The selec-
tion of such features is application dependent and may be decided
at the time of compression. Any approach may be used for select-
ing a feature of interest, from arbitrary selection to automated fea-
ture detection. A hemisphere is used as an example and is shown
in Fig. 1(a). An example feature of interest is chosen arbitrarily as
a region of high gradient, as shown in Fig. 1(b). After the pixel-
space bounding box of the feature (or the pixel coordinate itself)

has been determined, a distribution map centered on the region of
interest, D(i, j), must be calculated. This distribution drives the
number of periods, and thus the precision, with which each pixel
is encoded. It should be noted that the distribution map, D(i, j),
can represent any arbitrary distribution and may be freely deter-
mined by the user at the time of compression based on the regions
of interest to be preserved by the target application.

In the example, the center point of the region of interest was
used to first generate a global distance image E(i, j) (calculated
using the Euclidean distance). This distance image was then ma-
nipulated to create a distribution map, D(i, j), with the desired
properties. Here, that was a plateau of high precision (where the
distribution is valued at or near one) that quickly falls off away
from the feature of interest (to a value near zero). This was ac-
complished by first applying a simple two-parameter function

E ′(i, j) =
(

α − E(i, j)
max(E)

)β

, (4)

where α = 1.1 and β = 7. A threshold operation was then per-
formed to produce a distribution image valued between zero and
one:

D(i, j) =

{
E ′(i, j) if E ′(i, j)≤ 1
1 if E ′(i, j)> 1.

(5)

Lastly, a Gaussian filter was applied using MATLAB’s
imgauss f ilt() function with σ = 50. Regardless of how it is gen-
erated, this distribution (which lies between zero and one), must
then be scaled to lie between two user-defined values. These val-
ues, nmin and nmax, represent the range of encoding periods—and
thus the range of encoding precisions—that is used to compress
the depth data. This scaling is performed as

Nstr(i, j) = D(i, j)× (nmax −nmin)+nmin. (6)

An example of this encoding period map, Nstr(i, j), is shown as
Fig. 1(c). This Nstr(i, j) may then be used to encode the depth in-
formation, pixel-by-pixel, into the color channels of a standard 2D
RGB image. Encoding is accomplished by employing Eqs. (1)-(3)
after some small re-configuring to make use of Nstr(i, j) in place
of P as
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1
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)
, (8)

I3(i, j) =
Z(i, j)−min(Z)

Range(Z)
. (9)

Above, Z is the depth map being encoded. The three signals I1,
I2, and I3 are stored in the three channels of a color image (typi-
cally the red, green, and blue channels, respectively), as shown in
Fig. 1(d). This resulting image encoding may then be compressed
using either lossless (i.e., PNG) or lossy (i.e., JPEG) file formats
and either stored or transmitted.

Along with the image, it is necessary to store or send a few
extra parameters that are used to perfectly reconstruct Nstr(i, j)
at the time of decoding. In the example, where a single feature
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 1. The proposed method of feature-driven 3D range ge-
ometry compression applied to a 512 × 512 pixel depth map
of a hemisphere with a 256 mm depth range. (a) 3D rendering
of the hemisphere to be compressed; (b) depth map of (a) with
the selected feature highlighted; (c) Nstr(i, j), which lies between
nmin = 1 and nmax = 6; (d) the encoded 2D image produced by
this method which can be stored with lossless or lossy compres-
sion; (e) the wrapped phase φHF extracted from (d); (f) the stair
map K used to unwrap φHF ; (g) the unwrapped absolute phase Φ;
(h) 3D reconstruction from (d) when stored with PNG.

of interest is used, these parameters are: the pixel coordinate of
the feature of interest, the two-parameters (α and β ) of the func-
tion used to generate the region of focus, the size of the smooth-
ing filter to generate the distribution D(i, j) (σ ), and the mini-
mum (nmin) and maximum (nmax) encoding periods. Altogether
this requires six additional parameters beyond those required by
the constant precision encoding. Even if these parameters were
stored at floating-point precision, this would add only 24 bytes of
additional overhead.

To decode the depth information, the encoding period map,
Nstr(i, j), must be regenerated using the additional parameters.
Next, the wrapped high frequency phase φHF (Fig. 1(e)) must be
recovered from the encoded image’s channels by

φHF (i, j) = tan−1
(

I1(i, j)−0.5
I2(i, j)−0.5

)
. (10)

The arctangent function is range limited, thus, the high frequency
phase that has been calculated contains periodic discontinuities
which must be corrected. This correction (or phase unwrapping)
process requires that the low frequency phase φLF first be re-
trieved from the blue channel of the encoded image by

φLF = I3(i, j)×2π −π. (11)

The low frequency phase is then used to determine the location
and magnitude of the discontinuities that must be corrected in φHF
to unwrap it. This mapping is called the stair map, K, (Fig. 1(f))
and is computed by

K(i, j) = Round
(

φLF (i, j)×Nstr(i, j)−φHF (i, j)
2π

)
. (12)

The unwrapped absolute phase may then be calculated by

Φ(i, j) = φHF (i, j)+2π ×K(i, j) (13)

The depth information can then be recovered from Φ (Fig. 1(g))
via

Z(i, j) =
Φ(i, j)×Range(Z)

2π ×Nstr(i, j)
. (14)

This recovered Z (Fig. 1(h)) is the reconstructed depth informa-
tion in the original depth range where the accuracy of each pixel
is determined by Nstr(i, j).

Experiments
The performance of the proposed feature-driven encoding

method is first demonstrated by applying it to an ideal hemisphere
(with a size of 512 × 512 pixels, a depth range of 256 mm, and
a raw file size of 1.05 MB). The feature of interest was the same
arbitrary point that was selected in Fig. 1, and Nstr(i, j) was cre-
ated using the same procedures as in Eqs. (4)-(6) with α = 1.1
and β = 7. The proposed method, encoding the scan with a
varying encoding period, is compared against results produced
by two, constant encoding period (and thus encoding precision)
cases. In this experiment, all encodings were compressed using
the JPEG 80 file format. The 3D renderings of the reconstructed
hemisphere from each encoding are shown in Fig. 2. For each
encoding approach, the chosen feature of interest is highlighted
and shown at increased scale for easier comparison of the sur-
face renderings. The rendering of the reconstruction produced by
a low constant encoding period of nstr = nmin = 1 is shown in
Fig. 2(a). The rendering of the reconstruction produced by the
proposed method with a varying encoding period (nstr = [1,6]) is
shown in Fig. 2(b). The rendering of the reconstruction produced
by a high constant encoding period of nstr = nmax = 6 is shown in
Fig. 2(c). The highlighted region of interest in Figs. 2(a)-2(c) are
enlarged and shown as Figs. 2(d)-2(f), respectively.

(a) (b) (c)

(d) (e) (f)

Figure 2. Surface renderings of an ideal hemisphere, of size 512
× 512 and original depth range 256 mm, compressed using the
proposed feature-driven encoding and two constant precision en-
codings with the region of interest highlighted. All encodings
were stored using JPEG 80. (a) Surface rendering of the low,
constant precision encoding when nstr = 1; (b) surface rendering
of the proposed method when the encoding precision varies from
nstr = [1,6] following a distribution centered on the highlighted
region of interest; (c) surface rendering of the high, constant preci-
sion encoding when nstr = 6; (d)-(f) the regions of interest within
surface renderings (a)-(c), respectively.

Absolute error images are presented for the same three en-
codings in Fig. 3. These error images were created by taking
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(a) (b) (c)

(d) (e) (f)

Figure 3. Absolute error images (in mm) of the proposed feature-
driven encoding and two constant precision encodings when all
approaches were applied to a 512 × 512 hemisphere with a depth
range of 256 mm and stored using JPEG 80. (a) Absolute er-
ror image of the low constant precision encoding when nstr = 1;
(b) absolute error image of the proposed method when the en-
coding precision varies from nstr = [1,6] following a distribution
centered on the region of interest; (c) absolute error image of the
high constant precision encoding when nstr = 6; (d)-(f) the region
of interest within error images (a)-(c), respectively.

the absolute difference between each reconstruction and the orig-
inal ideal hemisphere. Figure 3(a) shows the absolute error image
produced by a constant encoding period of nstr = nmin = 1. Fig-
ure 3(b) shows the absolute error image produced by the proposed
method with nstr = [1,6] according to the generated Nstr(i, j).
Figure 3(c) shows the absolute error image produced by a con-
stant encoding period of nstr = nmax = 6. Figures 3(d)-3(f) show
enlarged versions of the highlighted portions of Figs. 3(a)-3(c),
respectively. A cursory inspection shows that the region of in-
terest is recovered with practically identical precision in both the
high, constant precision approach and the proposed variable preci-
sion approach, while the low, constant precision approach exhibits
much greater errors in the same region.

The low, constant encoding period resulted in a global RMS
reconstruction accuracy of 99.51% (1.25 mm of RMS error in the
original depth range of 256 mm) and an accuracy of 99.87% (0.32
mm of error) within the region of interest. The proposed, varying
encoding period approach had a global RMS accuracy of 99.58%
(1.09 mm of error) with an accuracy of 99.95% in the region of
interest (0.13 mm). The high, constant encoding period approach
had a global RMS accuracy of 99.84% (0.40 mm) with an accu-
racy of 99.96% in the region of interest (0.10 mm). It should be
noted that for each reconstruction, large outliers (defined as spikes
of greater than 25 mm) have been identified and excluded from
these error calculations. In practice, these erroneous pixels are
generally caused by phase unwrapping errors in regions of high
gradient (e.g., sharp edges), and can often be easily identified and
discarded or filtered.

The visual similarity (as seen in Fig. 2) between the high,
constant encoding period (Fig. 2(f)) and the proposed, varying
encoding period method (Fig. 2(e)) in the region of interest gives
qualitative support to these quantitative results. By design, the
error and accuracy metrics are most similar between the high,
constant encoding period results and the proposed, varying en-
coding period results within the region of interest. Outside of the

Table 1. Results comparing reconstructions of a 512 × 512 pixel
hemisphere (with a depth range of 256 mm and raw file size of
1048.58 KB) from low and high constant period and varying pe-
riod encodings compressed with JPEG 80. The first column shows
the global RMS error and accuracy values. The second column
shows the RMS error and accuracy values for the region of inter-
est. The third column shows the file sizes for each approach.

JPEG 80
Results

Global
RMS Error /
Accuracy

ROI
RMS Error /
Accuracy

File Size
(KB)

Low Constant
(nstr = 1)

1.25 mm /
99.51%

0.32 mm /
99.87%

18.42

Proposed
(nstr = [1,6])

1.09 mm /
99.58%

0.13 mm /
99.95%

27.48

High Constant
(nstr = 6)

0.40 mm /
99.84%

0.10 mm /
99.96%

44.22

region of interest, the results of the low, constant encoding pe-
riod approach and the proposed method more closely align. The
file sizes of the encoded images follow a similar trend, with the
high fixed precision encoding requiring a file size of 44.22 KB;
the proposed, feature-driven, variable precision encoding requir-
ing 27.48 KB; and the low fixed precision encoding yielding a file
size of 18.42 KB. The proposed method delivers accuracy compa-
rable to the high precision approach within the region of interest,
while globally reducing overall encoded file sizes. These numeric
results are assembled in Table 1.

An additional experiment is presented where a more com-
plex data set was compressed using the two constant encoding
periods and the proposed varying encoding period approach. The
more complex data that was selected is a scan of a bust of for-
mer U.S. President Hayes [8]. The scan has a resolution of 892 ×
718 pixels, a depth range of 477.4 mm, and a raw file size of 2.56
MB. The feature of interest was selected as the face of the bust.
MATLAB’s face detection algorithm was used to locate the cen-
ter point of the face which was then used to create the Nstr(i, j) as
described in Eqs. (4)-(6), where in this case α = 1.2 and β = 7.
Each of the encoding approaches were stored using the JPEG 80
file format.

Only the absolute difference images—calculated by tak-
ing the absolute difference between each reconstruction and the
original data—are shown for this case. The left column of
Fig. 4 (Figs. 4(a) and 4(d)) shows the absolute difference images
when a low constant period encoding with nstr = nmin = 1 was
used. The middle column of Fig. 4 (Figs. 4(b) and 4(e)) shows the
absolute difference images when the proposed method’s encoding
period was varied between nmin = 1 and nmax = 6 following the
custom distribution, Nstr(i, j), generated using the extracted face
as described above. The outcome after reconstructing an encod-
ing that used a high constant encoding period, nstr = nmax = 6, is
shown in the right column of Fig. 4 (Figs. 4(c) and 4(f)). These
results help to visually confirm the previously demonstrated re-
lationship between the number of encoding periods used and the
encoding precision of the output. Where the proposed method
(middle column) has been encoded with a greater number of en-
coding periods (the region surrounding the face), the error image
more closely resembles the higher, constant precision result (right
column). Outside of the region of interest, the proposed method’s
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(a) (b) (c)

(d) (e) (f)

Figure 4. Absolute error images (in mm) produced when an 892
× 718 scan of former U.S. President Hayes, with a depth range of
477.4 mm and a raw file size of 2.56 MB, is compressed using the
proposed feature-driven variable encoding period approach and
two constant encoding period approaches. All encodings were
stored in the JPEG 80 format. (a) Absolute error image of the low
constant precision encoding when nstr = 1; (b) absolute error im-
age of the proposed method when the encoding precision varies
from nstr = [1,6] following a distribution centered on the region
of interest (the face); (c) absolute error image of the high constant
precision encoding when nstr = 6; (d)-(f) enlarged regions of in-
terest within error images (a)-(c), respectively.

results more closely resemble the lower, constant precision en-
coding result.

The trends that are visually evident in the qualitative error
images in Fig. 4 are also demonstrated in the numeric results. The
global RMS reconstruction accuracy for the low, constant preci-
sion encoding with nstr = nmin = 1 was 99.56% (1.94 mm of RMS
error in the original depth range of 477.4 mm); the accuracy of
the higher constant precision encoding with nstr = nmax = 6 was
99.87% (0.64 mm of error); and the proposed method nearly splits
the difference at 99.72% accuracy (1.35 mm of error). However,
within the region of interest, the proposed method’s accuracy of
99.88% (0.56 mm) is significantly closer to the higher precision
encoding’s accuracy of 99.89% (0.54 mm) than it is to the lower
precision encoding’s accuracy of 99.66% (1.61 mm). These re-
sults were achieved by the proposed method with a JPEG 80 en-
coding of 54.20 KB, compared to the high precision encoding’s
file size of 73.47 KB and the low precision encoding’s file size of
39.32 KB. These results are summarized in Table 2.

Summary
This paper has presented a novel feature-driven 3D range

geometry compression method which makes use of a spatially-
aware, variable precision depth encoding that is compatible with
both lossless and lossy 2D image formats. Any arbitrary ap-
proach can be used to select regions of interest and generate
spatially-aware encoding distributions. The proposed method of-
fers the ability to achieve smaller file sizes by compressing unim-
portant information much more aggressively while preserving the
selected regions of interest with higher precision. For example,
when encoding a depth scan of a bust using the proposed method
and JPEG 80 image compression, the global RMS accuracy was
99.72% (1.35 mm of error) compared to a high precision encod-

Table 2. Results comparing low and high constant encoding pe-
riod reconstructions to a varying encoding period reconstruction
when an 892 × 718 pixel scan of a bust of former U.S. President
Hayes (with a depth range of 477.4 mm and raw file size of 2561.8
KB) is compressed with the JPEG 80 file format. The first column
shows the global RMS error and accuracy values. The second col-
umn shows the RMS error and accuracy values for the region of
interest. The third column shows the file sizes for each approach.

JPEG 80
Results

Global
RMS Error /
Accuracy

ROI
RMS Error /
Accuracy

File Size
(KB)

Low Constant
(nstr = 1)

1.94 mm /
99.56%

1.61 mm /
99.66%

39.32

Proposed
(nstr = [1,6])

1.35 mm /
99.72%

0.56 mm /
99.88%

54.20

High Constant
(nstr = 6)

0.64 mm /
99.87%

0.54 mm /
99.89%

73.47

ing which achieved 99.87% (0.64 mm) globally. However, the
RMS accuracy of the proposed method in the region of interest
was 99.88% (0.56 mm) compared to the high resolution encod-
ing’s result of 99.89% (0.54 mm). The high precision encoding
required 73.47 KB to achieve these results where the proposed
method used only 54.20 KB, a savings of more than 26%. The
proposed feature-driven spatially-aware 3D range geometry com-
pression method offers pixel-by-pixel customization in how data
is compressed, flexible choice of file format, and increased file
savings, all while maintaining the targeted precision required for
applications with specific regions of interest.
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