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Abstract

Personal real-time video monitoring devices are popular in
recent years especially for people living in bigger houses who are
taking care of babies. People take advantage of a real-time video
monitoring device to monitor the babies’ activities while they are
occupied by other issues. However, danger happens any time in
any situations. It is necessary for a baby monitoring device to
have a motion detection function to trigger recording functions or
alert the guardians. This paper introduces a solution for the mo-
tion detection problem. The solution combines statistical meth-
ods, kernel density estimation and histogram analysis methods,
and deep learning method for detecting the salient object. The
final outputs are both the motion levels indicating the severity of
the motions and the bounding boxes indicating the location of the
motion happening in the video frame. The different levels of mo-
tion can later be used as triggers for different functions built into
the device, such as starting video recording, playing sirens, etc.,
and the bounding boxes can provide reference focus areas for the
guardians to check the details of the motion to decide whether to
take actions or not.

Introduction
Background

People care about the safety of their babies. Danger can hap-
pen any time to anyone. Due to babies’ natural naivete and in-
nocence, babies themselves may not notice that danger is close
and they may not know the proper ways to take actions. However,
people are unable to ensure that babies are under supervision 24
hours 7 days all year round. Even within one house, it is not pos-
sible for guardians to be around the babies all the time. For the
sake of safety, any kind of personal real-time video monitoring
device is a necessary product. On the other hand, babies do not
always need an adult’s full attention, especially when babies are
sleeping or staying within their crib. For these situations, it is
reasonable to leave babies attended only through a personal real-
time video monitoring device as long as the guardians stay in a
reachable distance, such as another room but in the same house.
In this case, safety and emotional fluctuation of the babies can be
noticed through a real-time video monitoring device. If needed or
any kind of danger happens, guardians can make their way to the
babies and take action immediately. Guardians can work on other
household issues while watching their babies with the assistance
of the baby monitoring device. This way, people will save their
time and efforts from watching babies sleeping only for safety
concerns.

“Research supported by Sunvalleytek International Inc., Shenzhen,
Guangdong, China

IS&T International Symposium on Electronic Imaging 2022
Color Imaging XX\/\T If'

splaying, Processing, Hardcopy, and Applications

Not like other security surveillance video monitoring de-
vices, baby monitoring devices mainly focus on real-time video
displaying and recording only the issues happening around ba-
bies. A baby monitoring device does not need to record 24-7.
Then, the motion detection algorithm becomes the very first ac-
tivation algorithm for triggering the recording function and even
other functions built-in the monitoring device. With the motion
detection algorithm acting as an activation, only the meaningful
clips will be recorded. In this way, the disk storage space can be
more efficiently used and the device does not need as large a stor-
age as before. With the same size of disk storage, the device can
store videos that happened much earlier and are more meaning-
ful. The important recorded videos will not be easily missed or
wasted by meaningless and repetitive recordings. It is feasible for
users to find their wanted video clips.

The motion detection algorithm detects motions. Also, it
works as an activation for other built-in functions in the system.
Once the motion detection algorithm gives out a positive signal in-
dicating temporal changes detected by the system, the system then
enables the other built-in functions including recording, alarming,
etc. Not all the temporal changes are considered vital for baby
monitoring situations, for example, swinging trees due to strong
winds, blinking of the LED lights on Ethernet routers, etc. So,
for these cases, the motion detection algorithm is not supposed to
report motions to the system. The motion detection algorithm not
only detects any motions in the video but also makes decisions as
to whether to report motions to the system. An additional func-
tion that can be added to a motion detection algorithm is reporting
the types and severeness of motions so that the system can decide
which functions are to be activated.

Related Works

Multiple and various methods have been applied for solving
the motion detection problem recent years. Initially, most of mo-
tion detection methods are set up based on background detection
and subtraction [2][3]. Based on a reference image, Singla [1]
described a motion detection method by applying Otsu’s method
[5] to the differences between two adjacent frames captured by
a camera. Later on, Zhao [4] proposed a target motion detec-
tion algorithm that is not restricted by using Otsu’s method [5]
to determine the threshold for background detection and subtrac-
tion. The thresholds are set with the help of the information
between frames. As the current time stamp moves, the current
frame moves to the next frame; the information between frames
changes; and the thresholds vary.

Researches have also taken advantage of statistical tools
and applied them to background detection and subtraction. As
reviewed by Piccardi [6], parametric and non-parametric ap-
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proaches have been applied in the methods of background de-
tection and subtraction. Parametric approaches include setting a
threshold separating background and foreground based on a run-
ning Gaussian average, medians, mixture of Gaussians, etc. Non-
parametric approaches include Kernel density estimation, sequen-
tial Kernel density approximation, etc. Lu, et al. [17] moves fur-
ther by applying a mixture of Gaussian models together with a
frame difference for motion detection. In this way, combining the
statistical methods on background subtraction with frame differ-
ence techniques becomes a common techniques in solving mo-
tion detection problems. According to the investigation of Soh,
et al. [14], among all of these statistical methods combined with
a frame difference technique, kernel density estimation [23] has
a better overall performance for videos in various scenes with
different levels of motions and background of different levels of
noises.

These statistical methods are actually doing modeling of the
background in some degree. Some modeling methods are sim-
ple and direct with one or a few thresholds [10]. For video or
complicated background scenarios, adaptive background mod-
elings [15][16] have been investigated. Stauffer and Grimson
[15] are using mixture of Gaussians to generate mltiple values
for multiple background objects when necessary. While McFar-
lane and Scholield [16] take advantage of traditional image pro-
cessing tools such as connected components, etc. to handle the
slight changes in background. Hamad and Tsumura [11] perform
background modeling by recursively updating the background
threshold with clustering results and the former threshold results.
Hwang, et al. [7] combine statistics tools to update the pareme-
ters for mixture of Guassian modeling of the background of urban
traffic videos.

Other than the statistical tools, multiple machine learning
methods have also been applied to solve the motion detection
problem. For the purpose of detecting and subtracting back-
ground, the clustering based methods such as sequential cluster-
ing [8], and codebook [9] have been applied. As for deep learn-
ing methods, optical flow [18] plays an important part in solving
motion detection with a static background [19][20]. Optical flow
tracks the moving object locations between two frames and sep-
arates the moving objects from the static background. Optical
flow basically calculates the motions into a two-dimensional vec-
tor at each pixel location to form a vector field over the frame
image. Optical flow takes advantage of the motion trajectory vec-
tors, however, introducing abundant noise at the same time.

Since background separation cannot be achieved perfectly
with a single method, some traditional image processing methods
have been combined and applied as pre-processing procedures or
post-processing procedures. For example, Han, et al. [21] applied
noise filtering after optical flow as a post processing for removing
abundant noise.

For some cases with specific characteristics, some targeted
techniques have been applied. According to the periodic behavior
[12] of the given moving objects, periodic analysis methods have
been applied to solving the problem of motion detection [13].

For baby monitoring devices, the main purpose of the motion
detection function is to save power and resources while capturing
meaningful motions. In this case, generally, our method com-
bines the statistical method [23] for motion detection and utilizes
a saliency detection map [22] for only focusing on meaningful

foreground area.

Methods
Data Collection

Since this algorithm is developed specifically for a baby
monitor product, sample videos are firstly generated with the tar-
get baby monitor device. With threads sewed on the clothes in
which the baby doll is dressed, the baby doll’s legs and arms can
be lifted manually to create meaningful motions while shooting
videos. The baby doll is moved to different scenes with diverse
settings including indoor scenes with sofa and decorations, and
outdoor scenes with lawn and trees (Figure 1).

Figure 1. (left) A sample video frame of the video shot with a baby doll and
indoor settings.

(right) A sample video frame of the video shot with a baby doll and outdoor
settings.

To increase the varieties of the videos and enlarge the scene
complexity, some publicly accessible video clips that people up-
loaded to public websites are used for testing the algorithm. These
color videos are shot with fixed angle, fixed position and min-
imum 30 fps (frame per second) by baby monitors sold on the
market with a baby or a toddler that stays in the center area of the
video frames (Figure 2).
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Figure 2. Sample video frames of the videos shot with fixed angel and fixed
position baby monitors sold on the market with a baby or a toddler stays in
the center area of the video frames.

Overview
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Figure 3. Block diagram of the overall algorithm.

As shown in the block diagram in Figure 3, the frame differ-
ences are firstly calculated based on input frames, then the motion
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detection map is produced by either a kernel density estimation
method [23] or a histogram. With the motion detection map and
the Saliency detection map [22], the overall motion level of the
frame is calculated. Finally, the bounding box is printed on the
frame when the overall motion level is over 5 or the overall mo-
tion level is outputted when the overall motion level is equal or
under 5.

Data Preparation: Frame Sampling
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Figure 4. Frame samplings before doing frame difference calculations.

The algorithm will be very slow and cost too much resources
if the frame differences are calculated between every frame within
the time window within which we would like to capture the mo-
tions. And the frame difference between the adjacent frames
does not show a strong signal when the video is captured with
30 fps. The object movement happening within 1/30 second is
not noticeable. For the sake of saving energy and resources and
at same time increasing calculation efficiency, frame sampling is
performed before frame differences calculation. As shown in the
Figure 4, every time a new frame inputted, the frame differences
are only calculated with 18 frames sampled from last 3 second
time period. The 17 frame differences data calculated with these
18 frames form a frame difference sequence. When time moves
forward 1 frame, the selected sampling frames also move forward
1 frame ahead. This guarantees the fluency of the output video
and the accuracy of movement captures. In this way, the frame
difference sequence is regenerated every time the algorithm gets
a new video frame inputted.

Motion Detection Map

With the frame difference sequence, two different motion de-
tection methods, kernel density estimation [23] and histogram-
based method, are experimented with to get a motion detection
map. Kernel density estimation is selected to be implemented be-
cause it is the most accurate and adaptive to various scenes among
all the statistical methods according to Soh, et al. [14]. For the
histogram-based method, we found it to be the most straight for-
ward and direct method for solving the motion detection problem.
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According to Elgammal, et al. [23], we implement the ker-
nel density estimation method as follows. First, let us introduce
some notation. We let fi, fo, --- ,fx be the previous N samples
of intensity values for some pixel x. Given these samples, ker-
nel density estimation is used to estimate the probability density
at any intensity value of the pixel x. Let x; be an intensity value
of the pixel at time ¢. Then, we can estimate probability density
pr(ft) for pixel value f; as shown in Equation 1 for single- chan-
nel situations or grey scale videos in our case and in Equation 2
for multi-channel situations or color videos in our case. In these
equations, & is a bandwidth adapting to different scenes. Large
bandwidth leads to under-smoothing results, while small band-
width leads to over-smoothing results. d is the total channel num-
ber for the multi-channel case. And the kernel function utilized
here is a cos kernel as shown in Equation 3, which exhibits the
best performance according to Soh, et al. [14].

cos(Z. 1) |ul <255
k() = | €3 7)1l =23 3)
0 Otherwise

With the kernel density estimation results, each pixel is as-
signed an index number that ranges from 0 to 10, which reflects
the motion levels (the severity of the motions). The motion lev-
els are decided with the max-min method. First, the data range
is calculated across the frame as shown in Equation 4. Then, the
motion level I(i, j; f) for each pixel location is assigned according
to Equation 5. Basically, the kernel density estimation result for
each pixel location is equally quantized into 10 levels according
to the data range calculated over the current frame.

R(f) :ph.max(f) — Ph,min (f)

. . )
where f is the frame index.
Motion level at location i, :
1(i, j; f) € (0.9, 1.0]- R(f) + ppmin(f) — level O

1, j; f) € (0.8,0.9]- R(f) + pnmin(f) — level 1
®)

1, jf) € (0.1,0.2]- R(f) + phmin (f) — level 9
I(i:j;f) € (0~070-” R(f) +ph,min(f) — level 10
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The second method we applied to detect motion is using the
histogram of the frame difference. Similar to kernel density esti-
mation method, a motion level is assigned to each pixel location
according to the histogram of the frame difference. The range of
=+3 standard deviations (STDs) away from mean value is equally
quantized into 9 levels. For example, if the histogram value at the
pixel location is within the range of [0,+0.3]-STD away from the
mean value, the motion level of the pixel location is assigned to be
0, etc. If histogram value at the pixel location is within the range
of (£2.7,£3]-STD away from mean value, the motion level is as-
signed to be 9. And if the histogram value at the pixel location
is over £3-STD away from mean value, the pixel location will be
assigned to be 10.

Overall Motion Level Calculation

With the motion detection map, each pixel location is as-
signed a motion level value from O to 10. The overall motion level
needs to be calculated for each input frame. And we require the
overall motion level to be focused on the meaningful movement
of the main object, in our case, the baby. So, we take advantage
of the saliency detection map generated by a deep learning neu-
ral network proposed by Hou, et al. [22]. The saliency detection
map segments the image into a foreground area and a background
area. The overall motion level M for the video frame is calculated
as the maximum between the motion level of the foreground area
M and the motion level of the background area Mp (Equation 6).

M = max(Mo,Mp) (6)

The motion level of the background area Mp is simply as-
signed as the maximum motion level among the pixels belonging
to the background area B according to the saliency detection map
(Equation 7). Here, I(i, j) is the motion level at pixel (i, ;)

Mp = max(I(i, j) € B) @)

The motion level of the foreground area My is assigned to
be the maximum value between two values Mg ; and Mg > (Equa-
tion 8). Mo is calculated as the average motion level among the
pixels belonging to the foreground area according to the saliency
detection map (Equation 9). Mg » generally indicates the average
of the motion level for big objects when the foreground area has
multiple movements happening at the same time. For calculating
Mo >, the foreground area is binarized by assigning motion levels
equal or over 5 as 1, and assigning motion levels below 5 as 0.
Then, a connected component operation is performed. Each com-
ponent that is larger than 1% of the foreground area is assigned its
average motion level. And finally, the mean of component motion
levels is assigned to My >.

Mo = max(Mo,1,Mo ) (®)

Mo,1=L Y 1G.))

0 1(i,j)c0 )

Again, I(i, j) is the motion level at pixel (i, /)

Output Results

For each input frame, the overall motion level M is calculated
as described in last section. If the overall motion level is equal to
or greater than 5, the output video will be generated with a bound-
ing box to indicate the location where the motion is happening and
other system built-in functions will be activated. Otherwise, the
output video will do nothing but report the overall motion level to
the system. The video frames of a sample output video are shown
in Figure 5. The provided video frames are demonstrative out-
put video frames. When implemented in the system, the motion
level values will not be displayed on the video frames, only the
bounding boxes will be presented.

=) \\\l““l sl

Figure 5. The two images are video frames of a sample output video.

(left) M1 displayed in the video frame shows the value of My indicating the
motion level of the background area. M2 displayed in the video frame shows
the value of My, indicating the motion level of the foreground area.

(right) The output bounding box is shown in the video frame when the overall

motion level is equal or greater than 5.

Conclusion

Generally speaking, this motion detection algorithm accu-
rately detected motions with motion levels and bounding box out-
puts. When the algorithm was tested with frames of video in-
putted frame by frame, the overall motion levels can be measured
and reported.

However, some issues remain to be solved. While we tested
the algorithm with various videos, over-exposure and lightness
changes can cause false alarms as shown in Figure 6. Further
improvements can be work on over-exposure detection and auto-
lightness adaption.

Figure 6. Exposure and lightness changes cause false motion detection
signals. The images are the index image of the motion detection map. Due
to the over exposure, the video frame shown on the right indicates that the
false alarms appear throughout the frame. And the video frame shown on
the left is the video frame that was captured one half second before the video
frame shown on the right.
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