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Abstract
Realistically writing and sketching on virtual surfaces in vir-

tual reality (VR) enhance the potential uses of VR in production
and art creation. To achieve a similar writing experience as in
the real world, the VR system needs to be pressure sensitive to the
user’s stylus on the virtual plane to create the effect of different
pen strokes and improve the user experience. Typical 6 degree-of-
freedom (DoF) VR controllers do not measure force or pressure
on surfaces because they are held in mid-air. We propose a new
method, VirtualForce, to calculate the force based on the differ-
ence between the user’s physical hand position and their hand
avatar in VR. Our method does not require any specialized hard-
ware. Furthermore, we explore the potential of our method to
improve the creation of VR art, and we present several ways in
which VirtualForce can greatly enhance the accuracy of drawing
and writing on virtual surfaces in virtual reality.

Introduction
Writing by using virtual reality (VR) techniques has been

popularized with the increasing availability of VR devices. Re-
searchers have started to study the interaction techniques that can
be deployed in VR applications to improve writing precision and
user experience.

However, most popular VR writing/sketching applications
such as Tilt Brush[1] are focused on 3D mid-air painting. Sev-
eral applications have shown that 2D writing is an important user
interaction component in VR[2, 3]. Therefore, techniques and ap-
plications that focus on writing on a 2D plane are few and need to
be explored further.

Current studies in 2D writing or sketching in VR are fo-
cusing on using specialized hardware to achieve the user experi-
ence [4, 5]. With only common 6 degree-of-freedom (DoF) con-
trollers, those techniques cannot be deployed because they gener-
ally require a digital pad with 6-DoF tracking devices on it. Al-
though specialized hardware can enable users to sketch on a real
plane and provide real tactile feedback, it greatly compromises
the availability and accessibility.

The main challenge to use general VR controllers only to
write on 2D planes is the non-existence of the physical planes.
Without physical planes, users are unable to get accurate tac-
tile feedback. A more serious problem is the application has no
way to acquire how much force does the user puts on the plane.
Without the force information, the potential of the writing and
sketching application in collaboration and artistic creation will be
greatly compromised because of the lack of feedback and inaccu-
rate strokes.

Therefore, we present a method, VirtualForce, that can en-
able VR systems to gain pressure sensitivity. As shown in the
figure 2, our method only uses a generally available 6-DoF con-

(a) Laser Pointer (CollabHub[6]) (b) Virtual Stylus (The Lab [7])
Figure 1: Different methods for writing/sketching on 2D planes
in VR.

troller and calculates the force by the hand-unaligned distance, d.
Furthermore, we conduct several experiments to evaluate the en-
hancement of writing accuracy and legibility by using our method.

Related Works
Unconstrained 3D Painting in VR

The development of VR techniques enables artists to paint
in mid-air (i.e., directly paint in 3D spaces). Common 3D VR
painting software (e.g., Tilt-Brush[1], and Quill[8]) allows users
to create 3D paths and models immersively in a VR space. Those
painting procedures are often unconstrained. Consequently, the
precision of painting is low. Several previous studies demon-
strate methods to help unconstrained painting be accurate, which
includes stroke auto-correction [9].

2D Writing/Sketching Methods in VR
2D sketching in VR often enables users to draw strokes on a

virtual 2D plane. Compared to 3D painting in VR, 2D sketching
in VR is less intuitive because users need to interact with a non-
existing virtual plane. Therefore, some intuitive feedback in the
real world, such as force feedback, is hard to simulate in VR.
Various approaches are attempted to solve this problem, such as
using specialized hardware and changing physical collision-based
pens into ray casting pens.

Methods with Specialized Hardware
The main problem with 2D sketching is that the 2D plane in

VR does not exist in the physical world, so one approach to solv-
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Figure 2: The schematic of our method. The hand-unaligned dis-
tance, d, can be used to adjust the size of the brush.

ing this problem is introducing a physical plane into the physical
world. Keefe et al. invent a method to sketch in a CAVE which
is a four-wall immersive VR system[10]. With more mobility,
several studies have introduced digital pads and pens with 6 DoF
tracking devices. Those approaches often use the pads and pens as
the interacting controllers and build corresponding 3D models in
the VR system to help users sketch on 2D planes in VR accurately
and intuitively[4, 5]. Because of the existing physical plane, users
can naturally gain all the physical feedback, and the system can
also gain important information from users, such as how much
force the user put onto the plane, which can enable the system to
create more realistic strokes.

Those studies demonstrate that with specialized physical
hardware such as digital pads and pens, VR systems can support
2D sketching well. However, specialized hardware severely af-
fects the availability of the system. In common VR systems such
as Oculus Quest, HTC Vive, and Valve Index, there are only two 6
DoF controllers designed for gaming. Currently, digital pads with
6 DoF trackers are rare and expensive to get.

Methods with General Controllers
Without specialized hardware, one common approach to

paint on a 2D plane is to use a virtual laser pointer. As shown
in figure 1(a), a laser pointer generates a virtual ray towards the
plane and produces stroke at the intersection point. Several com-
monly available applications such as CollabHub[6] are using this
method.

Because the ray casting pen does not require an actual col-
lision between the pen and the plane, the physical feedback to
users is not essential. However, this method does not follow peo-
ple’s intuition either because people generally do not use this kind
of pen in the real world. Also, because this method has no way
to gain force information from users, the ability of this method to
produce accurate and realistic strokes is limited.

Another way is to simply simulate a virtual plane and use the
controller as the stylus (e.g., the whiteboard in The Lab) as shown
in figure 1(b). The advantage of this method is that it matches
people’s intuition and common practice; however, the precision of

Figure 3: Strokes created by the VirtualForce. Because of the
pressure sensitivity, the brush size and transparency is changing
during the writing.

this method is low. As shown in the experiment section, because
of the lack of physical feedback, it is very hard to control the
stroke, especially when lifting the pen after finishing writing one
letter.

In order to produce realistic and accurate strokes with gen-
eral controllers, we propose a new method, VirtualForce, based
on the virtual stylus. Our method can enable the VR system to
gain force information without using any specialized hardware,
and the system can create stroke based on users’ force input. Our
main contributions in this paper are:

• VirtualForce A method that calculates the force input from
users based on the unaligned distance between the real con-
troller and the avatar in the VR. This system can create real-
istic stroke based on the force information, which improves
the quality of the stroke, user experience and the potential
of general VR controllers in art creation.

• Evaluation We evaluate our VirtualForce by several exper-
iments. Our results show that VirtualForce can improve the
precision of the stroke during writing and sketching. Also,
we propose a new experiment method to evaluate the legibil-
ity of text written in VR by using a optical character recog-
nition (OCR) system to recognize the written letters.

Method
Force Calculation and Stroke Mapping

To enhance the capability of creating realistic strokes, VR
systems need to control the brush size by user’s force input. We
use the term force and pressure interchangeably since we assume
the size of the pen nibs is constant. Assume we have a brush
texture with width, w, without force information, such as naive
virtual plane or ray casting method, w remains constant during
painting. Usually, painting applications allow users to change the
brush size manually, so there is also a coefficient, c, that controls
the brush size. Therefore, the final brush size, W , will be:

W = c ·w (1)

After we get W , a stroke will be mapped on a canvas, repre-
sented as a virtual 2D plane in the VR space.

Considering W should change while the users put different
amounts of force on the virtual plane, we need to build a mapping
between the brush size and the force. We represent this mapping
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relation as S(F), where F is the force input, and S is a pressure-
sensitivity function that produces a coefficient that alters the brush
size based on the force input. Equation 1 can be modified into:

W = c ·S(F) ·w (2)

For painting applications on modern digital tablets, this func-
tion is usually called pressure sensitivity or pressure curve. In
our setting, since our pen is represented in the VR space with
a fixed size of contacting area with the canvas, the pressure can
be directly represented by force, and we define this function as
pressure-sensitivity function. The choice of the sensitivity curve
can be various (e.g., linear functions, exponential functions, or
manually controlled by users). In our case, to keep simplicity, the
sensitivity curve function is given by a piece-wise linear function:

S(F) =

{
αF F < Fmax

αFmax F ≥ Fmax
(3)

where F ≥ 0, α is a coefficient that control the sensitivity to
the force input, and Fmax is a constant that limits the maximum
force input.

An important problem is how to measure F . If a VR system
only has general 6-DoF controllers without any physical tablets,
it is hard to measure the force directly. As shown in the figure 2,
the hand-unaligned distance, d, can be used to measure the force
input.

Assume we have a pen in the VR space whose position is de-
termined by the position of a corresponding controller. Normally,
the location of the pen strictly follows the position of the con-
troller. However, when the pen collides with the canvas, we need
to prevent the pen from going through the canvas. More formally,
in the world coordinate system, assume the position of the pen
head is represented as Ppen, and the canvas is a rectangle. Also,
we have a hand position in VR space, Phand , which represents the
location of the controller in the VR space. When the pen does not
collide with the canvas, we strictly map the Ppen to the Phand with
a fixed offset r:

Ppen = Phand + r (4)

where the offset r is used to adjust the avatar location based
on different models of the pen.

When there is a collision between the pen and the canvas,
we instead set the ppen to the collision position. In this condition,
the position of the hand and the position of the stylus model are
unaligned. Then, we can compute the hand position unaligned
distance, d, by:

d = F = ||Ppen −Phand − r||2 (5)

Intuitively, if a user puts more force onto the canvas, the
user’s hand will go deeper into the canvas, and thus the hand po-
sition unaligned distance will be larger. Therefore, we can use d
to measure the force input F .

After we can calculate the force input F , our final brush size
mapping equation is:

W = c ·S(d) ·w (6)

Figure 4: The schematic of our method without using rigid-body
collision detection algorithm.

As shown in the figure 3, the writing created by our method
enable the brush size to be changed by the pressure. Also, it is
worth to notice that the virtual force can not only change the size
of the brush, but also be able to modify the transparency of the
stroke, which is also very common in digital painting applications.

Stylus-Controller Location Mapping
Our method requires gaining the position of the collision

between the stylus and the plane in order to calculate the hand-
unaligned distance. We propose a method that achieves our
method without using rigid-body collision detection algorithms
in order to simplify the deployment procedure in different VR
frameworks and platforms.

As shown in the figure 4, the plane or canvas is defined by
its normal, n, and a point O. We can determine whether the pen
penetrates the plane or not by calculating

δ = n · (Phand + r−O) (7)

If δ > 0, there is no penetration nor hand-unaligned distance.
If δ < 0, there is penetration, and we project the location of the
hand onto the plane and map the Ppen to:

Ppen = Phand + r−δ ·n (8)

Then, we can calculate the hand-unaligned distance without
using rigid-body collision detection algorithms.

Experiments
In this section, we evaluate how much accuracy and legibility

can our method enhance qualitatively and quantitatively. We also
explore the possibility of our method in sketch creation.

Accuracy and Legibility
Accuracy

We define accuracy as how well users draw strokes on des-
ignated paths (e.g., writing on top of some printed text). To elimi-
nate human factors, we only record the writing path and separately
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Figure 5: The average IoU and Levenshtein distance between our
method and the baseline.

Figure 6: We write on top of printed text, and simultaneously gen-
erate handwritten text with and without VirtualForce to eliminate
human-factors during experiments.

generate the stroke with and without using VirtualForce, as shown
in the figure 6. We test our method on 20 pieces of printed text and
calculate the intersection over union (IoU) between the printed
text and our written images, with and without VirtualForce. IoU
is defined as |W∩T |

|W∪T | where W is all the black pixels of our written
text, and T is all the black pixels of the printed text. Our exper-
iment shows that using our method, the IoU raises from 76.98%
to 79.83%.

Legibility
Writing accuracy is not equivalent to legibility. Some er-

rors in important parts of the text, such as the conjunctions of
letters, can severely affect the legibility even if they affect the IoU
mildly. We find that without pressure sensitivity, errors are fre-
quently made when lifting the pen after finishing writing one let-
ter (figure 7). Because of the lack of a physical plane, users cannot
precisely control the virtual stylus, especially for lifting the sty-
lus nib from the plane. With constant brush size, such accidental
writing will leave heavy strokes, which can affect the legibility.
With our method, however, it is not a problem because then hand
unaligned distance is small, and the intensity of the accidental
strokes will be low.

The legibility can also be quantitatively measured. We gen-
erate two types of handwritten text with and without using Vir-
tualForce, similar to the accuracy experiment, and put them into

an OCR model. We assume that the more legible the text is, the
more accurate the recognized text from the OCR is. Such meth-
ods which use a classification model to measure the performance
of another method are often used in machine learning[11]. Our
experiments show that our method can decrease the Levenshtein
distance[12] between the OCR recognized handwritten text and
ground truths by 33% (figure 5), which shows that VirtualForce
can enhance handwriting legibility greatly.

(a) VirtualForce (b) Constant size (optimal)
Figure 7: The errors when lifting pen are significantly eliminated
with VirtualForce.

Figure 8: Sketches drawn in VR with a pencil texture. Pressure
sensitivity makes user easier to control the strokes.

Sketches Creation
We can also apply more complex textures to the brush to en-

able high-quality sketching. As shown in the figure 8, we replace
the pure black texture with a pencil texture and use our method to
create drawing in VR. As the demo image shows, our method can
greatly enhance the quality of 2D sketching in VR. Those sketches
are hard to create without pressure sensitivity.

Conclusion
We propose a new method, VirtualForce, that can calculate

the force input from users and enable the VR system to gain pres-
sure sensitivity similar to graphic tablets. Unlike previous VR 2D
sketching methods, our method can acquire the user’s intended
force without any specialized hardware but only commercial 6-
DoF controllers. Our experiments show that our approach can
greatly improve the 2D writing accuracy and legibility in VR. Our
method can also be used in fine art creation and creating high-
quality sketches.
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