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Abstract
The popularity of 360° videos has grown immensely in the

last few years. One probable reason is the availability of low-
cost devices and ease in capturing them. Additionally, users have
shown interest in this particular type of media due to its inherent
feature of being immersive, which is completely absent in tradi-
tional 2D videos. Nowadays such powerful 360° videos have
many applications such as generating various content-specific
videos (gaming, knowledge, travel, sports, educational, etc.), dur-
ing surgeries by medical professionals, in autonomous vehicles,
etc. A typical 360° video when seen through a Head Mounted
Display (HMD) gives an immersive feeling, where the viewer per-
ceives standing within the real environment in a virtual platform.
Similar to real life, at any point in time, the viewer can view only a
particular region and not the entire 360° content. Viewers adopts
physical movement for exploring the total 360° content. How-
ever, due to the large volume of 360° media, it faces challenges
during transmission. Adaptive compression techniques have been
incorporated in this regard, which is in accordance with the view-
ing behaviour of a viewer. Therefore, with the growing popularity
and usage of 360° media, the adaptive compression methodolo-
gies are in development. One important factor in adaptive com-
pression is the estimation of the natural field-of-view (FOV) of a
viewer watching 360° content using a HMD. The FOV estimation
task becomes more challenging due to the spatial displacement of
the viewer with respect to the dynamically changing video con-
tent. In this work, we propose a model to estimate the FOV of
a user viewing a 360° video using an HMD. This task is popu-
larly known as the Virtual Cinematography. The proposed FOVS-
electionNet is primarily based on a reinforcement learning frame-
work. In addition to this, saliency estimation is proved to be a
very powerful indicator for attention modelling. Therefore, in this
proposed network we utilise a saliency indicator for driving the
reward function of the reinforcement learning framework. Exper-
iments are performed on the benchmark Pano2Vid 360° dataset,
and the results are observed to be similar to human exploration.

Introduction
Omnidirectional videos or 360° videos are gaining traction

recently. More due to the availability of low cost devices for easy
capturing and rendering of 360° videos. Popular social networks
such as Facebook and YouTube have also adopted this and are
now allowing people to upload and view 360° videos (known as
the user generated contents). Additionally, the traditional usage of
360° media in virtual reality (VR) applications for Head Mounted
Displays (HMDs) are also growing with more sophisticated user
engagement techniques related to the gaming industry. Recent

HMDs provide 6 Degrees of Freedom (DOFs), which is intended
for a free navigation while viewing the content. This allows a
user to even walk around objects and also to look at them from
all possible angles. From a gaming perspective it also allows the
Gamer to dodge incoming projectiles. However, it can be noted
here that even though a viewer with HMD have a free navigation
with a high DOF, still one can only view a portion of the entire
content at a particular timestamp. This intuitively refers to the
fact that at any given timestamp, only a particular portion of the
360° video is visible.

Sophisticated cameras as used to capture 360° videos with
a dimension of 360° × 180° for each frame. A viewer can
freely navigate through the video either using a Virtual Reality
(VR) headset or pan through using a mouse and a keyboard (2D
screen based exploration). Such exploration procedure justifies
the fact that only a small part of the total video is visible to the
user at a given time. The portion of the total 360° scene that is
visible to the user or viewer is mentioned as the natural Field-of-
View (FOV) for the rest of this paper. The notion of FOV of a
360° video in a HMD can be considered similar to a real-life sce-
nario. This is due to the fact that in real-life scenario also we are
only exposed to the regions visible though the Fovea, Parafovea,
Perifovea, etc. [16]. A physical movement or displacement initi-
ates the exploration of the total scene around us in real-life sce-
nario. Similar to this, due to the possibility of 6DOFs in mod-
ern HMD devices, subjects are free to explore the content though
movement of eyes, head, trunk, and also physical movement. Es-
timating FOV in a 360° setting is interesting and also a challenge
due to the fact that the automated model needs to correlate phys-
ical movement of subjects with the dynamic change in the video
content. Intuitively attention modelling can be considered as an
important indicator for estimating which FOVs a subject would
look at. Attention modelling has also been successfully utilised
in parallel domain of research such as medical image analysis [2,
5], autism spectrum disorder classification [1, 12], etc.

In this direction, there can be a number of driving factors
which may attract viewer’s attention, such as presence of human
faces, a human performing a task, a fountain, etc. Therefore, pres-
ence of objects in a scene and their relation with the contextual
information presented by the scene are of utmost importance to
drive human attention and thus change of FOVs. Saliency estima-
tion is proved to be a powerful approach for attention modelling.
Starting from flat 2D images/ Videos, nowadays there are saliency
estimation approaches that are specific to 360° content as well.
In addition to this, the omnidirectional videos even with a huge
popularity, faces a challenge during transmission, due to its large
volume. One probable approach could be to keep the current FOV
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with highest resolution and significantly compress the others, that
is opting for an adaptive compression with respect to the viewing
behaviour. The quality of experience models for video communi-
cation also depends on how compression is being performed [4].
Such approach could provide a seamless unbufferred experience.
Popular media platforms such as Facebook1 and Netflix2 is work-
ing on their own visual quality metrics to estimate effect of such
compression approaches with respect to visual experience of the
target users viewing the content.

This work is motivated from such developments. Here we
propose an estimation model that can effectively estimate the nat-
ural field-of-view of the viewers within a HMD setting. The pro-
posed FOVSelectionNet framework effectively utilises reinforce-
ment learning framework which also includes saliency estimation
as the feature extractor. The proposed model could effectively be
used to estimate the natural field-of-view of subjects in a HMD
setting. Additionally, the proposed work can also help in adap-
tive compression of the large 360° videos. The rest of the paper
is organized as follows; Section provide details of a few research
works related to estimating FOV of 360° videos, Section depicts
the proposed methodology, Section presents the experimental re-
sults, and finally we conclude in Section .

Related Works
Estimating the natural field-of-view for a 360° media has

been extensively studied in literature [9, 22, 23]. Jabar et al. in [9]
analysed the importance of scene content for viewport rendering
in 360° images. Zhang et al. [23] performed head movement pre-
diction as a sparse directed graph learning problem. The approach
considers the viewer’s head movement traces, saliency map for at-
tention modelling, and the biological human head model. The Au-
tocam model [17] uses dynamic programming to simulate human
like trajectories. It captures a path over spatio-temporal glimpses
to maximise capture-worthiness score and converts it to a shortest
path problem. Very recently, Wang et al.[20] utilises a reinforce-
ment learning framework to determine the FOV. It models a deep
reinforcement learning agent to simulate human like behaviour
with limited actions viewing an omnidirectional video. Saliency
estimation is a significant indicator for attention modelling and
hence can be effectively used for estimating FOV. It helps pre-
dict the human attention for a given frame. Traditional top-down
and bottom-up approaches for saliency estimation utilises inher-
ent features extracted from images [18].

Saliency was earlier estimated using traditional methods like
measuring color, intensity and motion[7]. Depth field estimation
performed in [3, 15] could also be used as an indicator for saliency
estimation. However, saliency mostly depends upon content of a
scene, and in this regard recent approaches exploits content in-
formation for estimating saliency in 360° images [13]. Newer
methods use deep learning and deep neural networks to detect
saliency from videos. CNNs[10] and ConvLSTMs[21] are now
utilised to estimate saliency in 2D videos. Spherical CNNs [24]
which can be used for omnidirectional or 360° content is also
available for estimating saliency. Neural networks based mod-

1htt ps : //engineering. f b.com/2018/03/09/video − engineering/quality −
assessment −o f −360− video− view− sessions/

2htt ps : //net f lixtechblog.com/vma f − the − journey − continues −
44b51ee9ed12

els have also been developed to estimate saliency in 2D and very
recently for typical 360° images [14]. SalNet360 [14] is the state-
of-the-art saliency estimation framework that uses an end-to-end
CNN architecture. The 360° images are subjected to various
kinds of distortions. SalNet360 framework divides the omnidi-
rectional images into undistorted patches so that the estimated
saliency estimation model is not affected due to the distortion
[11]. Other saliency estimation approaches using CNN includes
[6, 19, 25]. In this work, we adopt the SalGan360 [6] framework
as the saliency estimator.

In this work, we propose a similar framework as [20]. How-
ever, different from [20] we attempt to use an Deep Q-learning
approach [8] and a different reward function. In general FOV cor-
rections are not done for every frame, instead a series of frames
are observed to finalize a FOV. We employed this strategy due to
the fact that a human will not make FOV corrections for every
frame. Incidentally, the viewer will observe a lot of frames and
then move to another FOV. In this regard, We also experimented
with different reward functions to analyse how the convergence of
the agent is affected. The following section describes the method-
ology of the proposed FOVSelectionNet model.

Proposed Methodology
In the proposed model, we provide multi-frame inputs to the

framework for predicting the next FOV. The saliency maps used in
our framework are generated by adopting the saliency estimator
in SalGan360 [6]. The human viewing behaviour or exploring
approach can be considered as performed in 8 different directions
as mentioned in [20]. The directions are as follows; North, North-
East, East, South-East, South, South-West, West and North-West.
In our approach, we have added Center as an additional action,
thus we have 9 actions for our proposed model. Accordingly the
model predicted the 9 values which are considered as the Q-values
for each of the 9 actions for human exploration. The Q-values
determine which action is chosen by the agent. Once an action is
performed, the model receives a reward which is used to update
the proposed network using back-propagation.

We select a value f which is the number of input frames
for the agent. For a video with N frames, we divide it into f
equal frames. Let ft be the current frames the agent is viewing
with center Ct , such that the FOV is Ft . Let St be the saliency
maps for these frames. The input to the model will be the saliency
maps St+1 for frames ft+1. Once an action is predicted, the model
moves to that direction from the center Ct to a new center Ct+1
with FOV Ft+1.

The reward function uses the FOVs Ft and Ft+1. It calculates
the sum of the saliency values in these FOVs, denoted by SSt and
SSt+1 and then calculates the ratio between SSt+1 and SSt .

Reward(Rt) =
SSt+1

SSt +0.001
(1)

The reward function is such that it penalises newer FOVs
having a lower total saliency and encourages the model to move
to regions having higher saliency. The reward is used to update
the Q-values using the following equation,

Q( ft+1,a) = Rt + γmax(Q( ft+2,a)) (2)

Here, we update the Q-values for state ft+1 using the reward
Rt . This is the general update equation used in Q-learning. In
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Figure 1. Block diagram of the proposed approach.

deep Q-learning, there are no Q tables and we use the smooth
L1 loss as our criterion and the Adam optimizer for updating the
weights of the neural network. A learning rate of 0.0001 is chosen
for the model training.

We follow an exploration-exploitation strategy where the
agent initially performs random actions to explore various strate-
gies. With each update step, the agent reduces the exploration
parameter to use the model to predict actions and get a better re-
ward. The exploration parameter starts with a value of 1.0 and is
reduced by 99.5% after every update step. The final epsilon value
after which it is not reduced is 0.01. The block diagram for the
proposed methodology is shown in Figure 1. Next we focus on
the reward function used in our approach.

Reward function
The choice of the reward function is very important in a re-

inforcement learning problem. A high-valued reward will ensure
that the same action is chosen again if a same/similar state is en-
countered. A low value reward ensures that the same action is not
chosen again. We experimented with two reward functions. The
first reward function is as follows,

Reward(Rt) = SSt+1 −SSt (3)

This reward function yields both positive and negative values.
Negative values signify that the saliency of the new FOV is lower
than the last FOV, meaning the model moved to a region of lower
human attention. There are two possible interpretations of a neg-
ative reward. First, the agent made an incorrect prediction and
moved to a region of lower saliency. Second, there is no region
with higher saliency value and the agent was forced to move to a
region where human attention was the highest but lower than the
last FOV. An example of the reward function graph is shown in
Figure 2.

Figure 2. Graph of the reward function 1.

The second reward function has been illustrated in Equation
1. This reward function has a range from [0,∞). The reward is 0
when the new FOV has 0 saliency and the reward goes to infinity
when the saliency in the current FOV is 0. The same interpre-
tations can be made for the reward function as well. A reward
less than 1 mean that the agent has chosen to move to regions of
lower human attention. A reward greater than 1 depicts that the
newer FOV has a higher saliency. Both rewards can be derived
from the other. If we take the logarithm of the reward function 2,
we get the first reward and if we take the exponent of reward 1,
consequently, we obtain the reward function 2. In our experimen-
tal setup, the reward 2 yielded much better results than reward 1.
When training the agent with reward 1, the variation in the val-
ues caused inconsistencies during the training process. Reward
2 yielded faster results, with the model choosing higher saliency
valued regions more consistently. An example of reward function
2 is shown in Figure 3.

Figure 3. Graph of reward function 2

Next we present the FOVSelectionNet architecture along
with description of each individual blocks.

Network Architecture

As mentioned earlier our architecture is provided with multi-
frame inputs. Therefore, we assigned individual processing
blocks (hereby named as the ConvBlocks) whose output can be
merged into a single dense layer for predicting the Q-values for
each action. The block diagram for processing each input saliency
frame is shown in Figure 4.
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Figure 4. A single ConvBlock

The residual layers are used to ensure that that there is no
gradient vanishing or explosion problem. It also facilitates build-
ing deeper networks. Each residual block has the structure shown
in Figure 5.

Figure 5. A single residual block

The proposed FOVSelectionNet is a combination of multiple
ConvBlocks, as illustrated in Figure 6.

Figure 6. Block diagram of proposed FOVSelectionNet

Each ConvBlock output is combined into a dense layer hav-
ing 1792 × N dimensions, where N is the number of frames. This
is used to predict the Q values for the 9 actions. The following
section describes the experimental setup and obtained results.

Experimental Results
Experiments are performed on a benchmark 360° video

dataset [19]. The dataset consists of multiple videos of various
activities such as BMX, Skateboarding, Skating, Skiing. We ex-
perimented with different number of input frames (N) for the pro-
posed FOVSelectionNet, where N = 1,2,4,5. It can be noted here
that the presented model does not use ground truth to train the
agent. The intuition behind such a choice is that exploration be-
haviour of an individual varies based on various factors. Thus,
training on a single ground truth will limit the exploration of the
entire video. The values at N=1 and 2 did not have smooth tran-
sitions. The best results for our model were recorded at N=5. At
N=5, the model provided enough frames to determine the maxi-
mum human attention. The reward for the N=5 agent is shown in

figure 5, where it can be observed that the model is able to find
regions of higher human attention.

Figure 7. Last epoch for 5 frame input.

A few FOVs predicted by our model on various 360° videos
are presented in Figure 8. The selected FOVs clearly depicts that
the identified objects have the highest human attention.

Figure 8. FOVs selected by our proposed model.

Conclusion
In this work, a reinforcement learning based natural field-of-

view estimation model is propsed for 360° video when watched
using a HMD. The model meticulously uses the saliency maps of
the 360° video frames as the feature extractors. The reward func-
tion uses the saliency values and thus directs the agent towards
how a human would explore the 360° content. Using multiple
frames as input leads to smoother transitions from one FOV to an-
other. Experiments are performed on benchmark dataset and the
observed results justifies using the reinforcement learning learn-
ing model.
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