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Abstract
In the semiconductor industry, the integrated circuit density

is getting higher, which leads to a smaller margin of error for the
bonding process. Therefore, accurate adjustments before bond-
ing are often necessary. An accurate image alignment under a vi-
sion system is usually required to fine-tune the bonding position.
However, a considerable depth of focus is sacrificed for sufficient
resolution of the object, limiting the optics operation range. Dig-
ital holographic microscopy with digital refocusing is applied as
an enhancement to extend the depth of focus. The proposed al-
gorithm merges the image alignment method with a refocusing
algorithm to extend the image alignment capability with digital
holography. Tested with simulated images, the proposed algo-
rithm showed no significant deviation to simulated parameters.
Also, the alignment result is robust among several test patterns.
Moreover, the overall time is reasonable for industrial applica-
tion.

Introduction
Since 1960s, there is an observation in the semiconductor

industry that the number of transistors on a chip doubles every
two years, named Moore’s Law. As the integrated circuit density
is getting higher, the transistor size also decreases, currently as
small as a few nanometers. To ensure a high-quality bonding pro-
cess, a vision system has been adopted as a standard solution to
evaluate the offsets through image alignment, and the offsets are
corrected with an actuator. However, the depth of focus is shorter
for a higher resolution. The optics operation range is limited as
the depth of focus is fixed after selecting enough resolution for
viewing the object. To achieve larger depth of focus of the image,
digital holographic microscopy using digital refocusing is applied
to extend the depth of focus. The digital refocusing result can
also provide extra 3D information, such as tilting, as new align-
ment features.

Digital Holographic Microscopy (DHM)
A hologram is a recording of the light interference pattern.

The information captured in the hologram includes the 3D infor-
mation of any objects within the light path. 3D measurements are
possible from the recovered information. The science of using
hologram is called holography, invented by Denis Gabor in 1947
[1]. Among the sub-branches of holography, DHM, as the topic
of interest, shares the same principle as conventional holography
but uses a digital sensor to capture the hologram and a micro-
scope objective to enlarge the object. With enlarging capability,
DHM application is most commonly found in biomedical [2] and
engineering fields [3].

Off-Axis DHM
Typical holography configuration involves using a coherent

laser light source, split into an object beam O and reference beam
R. Under a reflection configuration, the object beam illuminates
the target object. It gets back to the hologram H by reflection
on the surface. Then according to the superposition principle, the
hologram interference intensity is

H = |O+R|2 = |O|2 + |R|2 +O∗R+OR∗, (1)

where O∗ and R∗ are the complex conjugate of O, and R respec-
tively.

Off-axis holography configuration, invented by Emmett
Leith and Juris Upatnieks [4], is one of the methods to recover the
object beam information from a single hologram. Off-axis config-
uration introduces a small angle difference between the object and
the reference beam. The tilted reference beam Roff introduces a
tilted phase term relative to the object plane, such that

Roff(x,y) = ei2π(x f̂x+y f̂y)R(x,y), (2)

where x, y are the coordinates in the spatial domain, and f̂x, f̂y
are the slope caused by the tilting. The tilting of the cross term is
determined by

f̂x =
λ

sinφx
, f̂y =

λ

sinφy
, (3)

where φx, φy is the tilting angle in x, y direction and λ is the laser
light wavelength. Using the frequency shifting properties causes
the cross term OR∗ and O∗R to shift in the hologram angular spec-
trum. The tilted reference beam in angular spectrum becomes

R̂off
(

fx, fy
)
= R̂

(
fx− f̂x, fy− f̂y

)
, (4)

where fx, fy are the coordinates in the angular spectrum, R̂ and
R̂off are the Fourier transform of R and Roff respectively. A box
filter with a known tilting f̂x, f̂y and a selected bandwidth Wx,Wy
is often used to isolate the OR∗ term by

ÔR∗ ≈ rect

(
fx + f̂x

Wx

)
rect

(
fy + f̂y

Wy

)
Ĥ( fx, fy), (5)

which the bandwidth is often chosen to capture most of the in-
formation. After that, the extracted term divides with R∗ to get
O.
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Extended Depth of Field (DoF) with Digital Refo-
cusing

One of the benefits of DHM is its ability to extend DoF by
digital refocusing. With the extracted complex wave-front from
a hologram, the wave-front at specific heights can be simulated
through Fourier optics [5]. The method used in this paper is called
the angular spectrum (AS), which involves three main steps. The
first step is to take the wave-front to angular spectrum by Fourier
transform (FT). The second step is to multiply a phase change
propagation term,

Ô( fx, fy;z) = eiz 2π

λ

√
1−(λ fx)2−(λ fy)2

Ô( fx, fy;0). (6)

Finally, the altered spectrum is brought back to the spatial domain
through inverse FT.

Object Alignment with Hologram
While typical object alignment can search for an object

within a 2D plane, alignment with hologram can search within
a 3D region. There have been a few attempts for object alignment
using complex wave-front. Kim et al. proposed to use Wigner dis-
tribution functions to estimate the translation in the 3D space [6].
Seifi et al. proposed a method of object recognition by diffraction-
pattern matching [7]. Abeywickrema et al. used correlation of
hologram to estimate the translation of fingerprint [8]. Most of the
approaches did not require to align a tilted planar object, which is
a useful feature in bonding applications. This paper attempts to
use a hologram alignment model with 3D translation and a planar
object’s tilting.

The alignment process first requires a template hologram
HT , captured from a reference orientation. Then, the target holo-
gram HI is captured for each alignment case relative to the same
template hologram. As the reference beam does not change
among the template and target hologram, the reference tilting an-
gle φx, φy, the central frequency f̂x, f̂y and bandwidth Wx, Wy
becomes a constant. The five independent variables for alignment
are then defined as follows: x̂, ŷ, ẑ corresponds to the relative
translation in x, y, z direction respectively; θ̂x, θ̂y corresponds to
the relative tilting along x, y axis respectively.

While image translation x̂, ŷ on the x,y plane is self-
explanatory, the relation between holograms of height translation
ẑ and tilting θ̂x, θ̂y of the object is described as below.

For simplicity, OT and OI are used to represent the template
and the target object, respectively. The relation between object,
hologram and reference can refer to equation 1. The height trans-
lation ẑ of the object can use the angular spectrum method and
numerically propagate the template image, as specified in equa-
tion 6. Tilting of the object wave-front θ̂x, θ̂y can be expressed as
an additional tilting phase on the template phase using thin ele-
ment approximation

OI(x,y)≈ exp
[
− i2π

λ
2
(
x tan θ̂x + y tan θ̂y

)]
OT (x,y). (7)

A multi-step approach is proposed to solve the x̂, ŷ, ẑ trans-
lation, and θ̂x, θ̂y tilting.

Proposed Algorithm
The proposed algorithm’s key is to bring both the template

hologram and the target hologram to the angular spectrum. After

that, the template object information OT and target object infor-
mation OI is extracted using equation 5. Then, use a 2D image
alignment method to find the translation of the spectrum ampli-
tude. The translation corresponds to the object tilting, as a refer-
ence to equation 7, tilting in phase causes a translation in spectrum
amplitude, such that

ÔI( fx, fy)≈ ÔT

(
fx +

2tan θ̂x

λ
, fy +

2tan θ̂y

λ

)
. (8)

In this paper, the enhanced correlation coefficient (ECC) maxi-
mization algorithm is used for 2D alignment of the spectrum am-
plitude [9]. ECC algorithm first computes a zero mean, normal-
ized image of the template and initializes a translation guess. The
target image is then translated and normalized to compute the cor-
relation with the template and update the translation until conver-
gence. The result can transform into tilting θx, θy using equation
8.

After the spectrum amplitude is aligned, obtain the phase
difference Φ by

Φ( fx, fy) = arg
(

ÔI

)
− arg

(
ÔT

)
, (9)

where for a generic complex z, arg(z) is the phase of z.
From the angular spectrum method in equation 6, and also

the spatial shift properties of Fourier transform, the phase differ-
ence is related to the x̂, ŷ, ẑ translation by

Φ( fx, fy) =−2π

(
x̂ fx + ŷ fy− ẑ

√
1

λ 2 − f 2
x − f 2

y

)
. (10)

To provide a reasonable estimate of the x̂, ŷ, ẑ translation from the
wrapped phase data, fitting of the phase is required. In 2015, X.
Tong proposed an approach for getting shift from 2D alignment
and tested it with real satellite images [10]. Instead of using the
traditional phase correlation approach, the paper takes the phase
data to fit the slope tilting. The slope of the fitted phase can trans-
form into a shift in the spatial domain. As a reference, this paper
attempts to use a similar approach to fit the curved phase.

First, to avoid the 2π phase jump in the phase angle, the first
derivative in phase is used for fitting instead of the absolute phase.
For simplification, the angular spectrum relation is approximated
with Taylor expansion to give

Φ( fx, fy)≈−2π

[
x̂ fx + ŷ fy− ẑ

(
1

λ 2 −
f 2
x
2
−

f 2
y

2

)]
. (11)

Then, derivative in the x and y direction becomes[
∂φ( fx, fy)

∂ fx

]
2π

=−2π (x̂+ ẑ fx) , (12)

[
∂φ( fx, fy)

∂ fy

]
2π

=−2π
(
ŷ+ ẑ fy

)
, (13)

where for a generic real x, [x]2π = x+2πn, with n the integer that
[x]2π ∈ [−π,π).

After that, a robust fitting algorithm, proposed by Paul. W.
Holland and Roy E. Welsch [11], is used to fit the phase deriva-
tive as tilting plane. This algorithm refines the regression result by
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re-weighting the contribution of each sample points until conver-
gence. Therefore, choosing suitable initial weighting can create
a quick convergence. For this case, the logarithm of the spec-
trum amplitude is suitable. For low spectrum amplitude, image
noise often dominates, and the phase is unreliable. Also, taking
the spectrum amplitude logarithm prevents the wide range of the
weighting that regression may compute near matrix singularity.
A further improvement to remove outlier is to set a threshold on
the spectrum amplitude such that image noise contribution is fil-
tered out. Assuming a Gaussian distribution of image noise, the
threshold η is set to

η =
√
−var (∂Φ) loge α, (14)

where α is the tail probability of finding the image noise from the
spectrum amplitude, loge is the natural logarithm notation, and
var(x) is the variance of the image noise.

Finally, the fitting result will be transformed into x̂, ŷ, ẑ trans-
lation using equation 12, 13.

Method
To evaluate the proposed algorithm, a template hologram and

three target holograms from 3 patterns (circle, triangle and cross)
are generated through simulation. All target holograms are then
passed to the algorithm to compute the shifts and tilting relative
to the template hologram. Then, the results are analysed for ef-
fectiveness, robustness and timing.

The first simulated image dataset is a synthetic circle pattern
hologram template and three target holograms with different shifts
or tilting. It aims to evaluate the effectiveness and robustness of
handling noise originating from the digital sensor. The second and
third image datasets are a synthetic triangle and cross template,
respectively. Each set has three target holograms with different
shifts or tilting. All the three image datasets aim to evaluate the
robustness of handling different alignment patterns. Moreover, all
datasets provide an average overall run-time as a reference.

Figure 1. Template holograms from left to right: circle pattern, triangle

pattern and cross pattern

All synthetic image datasets were generated from the tem-
plate pattern as shown in figure 1. First, to simulate the pattern as
a grabbed image, the following parameter are used: laser wave-
length λ = 0.633µm, image resolution = 0.345µm, image size =
1024×1024, f̂x = 0.98µm−1, f̂y = 1.16µm−1, Wx =Wy = NA =
0.23. All images are Gaussian smoothed according to the image
NA (0.23) before interference with reference beam. The image
is cast to an 8-bit image added with Gaussian noise of 1 standard
deviation gray-level. Each pattern is used to generate 1 template
hologram and 3 alignment hologram with following shift and tilt-
ing, refering to table 1.

Figure 2. Sample images for alignment: from left to right are the three

simulated shift and tilting in order, as specified in table 1. Each image row

corresponds to one pattern (circle, triangle, cross).

Table 1: Simulation for different shifts and tiltings for each
template pattern

x̂(µm) ŷ(µm) ẑ(µm) θ̂x(rad) θ̂y(rad)
Shift 1 10 10 0 0 0
Shift 2 30 -20 30 0 0
Shift 3 -20 30 -100 0.2 -0.3

From the table, the first target only involves the planar trans-
lation of the template. The second target hologram has additional
plane propagation, and the third target hologram includes extra
tilting. Figure 2 shows the target holograms corresponding to tar-
get 1,2 and 3 for the three types of the pattern used in the dataset.

The estimated accuracy for x̂, ŷ, ẑ translation depends on the
optics resolution, which is also related to wavelength λ and nu-
meric aperture (NA). The limit computed in equation 15 provides
an expected performance for the algorithm.

δx = δy =
0.61λ

NA
, δ z =

λ

NA2 , (15)

where δx, δy, δ z are the maximum error of the translation esti-
mation of x̂, ŷ, ẑ respectively. The maximum estimated error δθx,
δθy, for tiltingθ̂x, θ̂y, is the frequency resolution in the angular
spectrum. In terms of radian, the relation to the maximum error is

δθx = δθy = tan−1(λ/2N)rad. (16)

The test code is implemented on a computer with Intel i7
Core, CPU at 2.60GHz, using MATLAB R2019B to test the al-
gorithm’s effectiveness, robustness, and timing. Each template’s
alignment case undergoes 1000 repetitions to measure the average
and range of aligned position and time.
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Results and Discussion
The alignment results of the three types of patterns are sum-

marized in table 2, 3 and 4. Each table contains three columns,
representing the results of the three different shifts and tilting as
specified in table 1. Each row of the table represents the five vari-
ables that is solved through the algorithm, which is x̂, ŷ, ẑ trans-
lation, and θ̂x, θ̂y tilting. Each cell of the table contains 1000
averaged results of the estimation with added noise and a range of
3 standard deviations of the result.

Table 2: Alignment error summary for circle pattern

Shift 1 Shift 2 Shift 3
x̂(µm) 10.00±0.25 30.05±0.25 -20.25±0.26
ŷ(µm) 10.00±0.24 -19.94±0.26 30.93±0.27
ẑ(µm) -0.05±5.06 30.90±5.15 -109.64±6.00

θ̂x(rad) 0.00±0.00007 0.00±0.00007 0.20±0.00007
θ̂y(rad) 0.00±0.00007 0.00±0.00007 -0.30±0.00006

Table 3: Alignment error summary for triangle pattern

Shift 1 Shift 2 Shift 3
x̂(µm) 9.99±0.27 30.04±0.26 -19.83±0.25
ŷ(µm) 10.00±0.27 -19.95±0.28 29.95±0.27
ẑ(µm) -0.06±4.03 30.22±4.16 -100.50±3.95

θ̂x(rad) 0.00±0.0001 0.00±0.0001 0.20±0.0001
θ̂y(rad) 0.00±0.0001 0.00±0.0001 -0.30±0.0001

Table 4: Alignment error summary for cross pattern

Shift 1 Shift 2 Shift 3
x̂(µm) 10.03±0.26 30.10±0.26 -20.18±0.28
ŷ(µm) 10.03±0.25 -20.00±0.27 30.57±0.29
ẑ(µm) -0.05±4.28 30.09±4.26 -103.53±4.85

θ̂x(rad) 0.00±0.0001 0.00±0.0001 0.20±0.0001
θ̂y(rad) 0.00±0.0001 0.00±0.0001 -0.30±0.0001

Firstly, by comparing the average result of all variables
with the simulated value, the algorithm’s effectiveness in han-
dling noise are interpreted. Also, the theoretical resolution limit
must bound the deviation of the result. In theory, using equation
15, 16 and the parameters as given in the previous section, the
dataset used in the experiment shares the following maximum er-
ror: δx = δy = 1.67µm,δ z = 11.96µm,δθx = δθy = 0.0003rad.
From table 2, all x̂, ŷ, ẑ, θ̂x, and θ̂y shows a very close average
result to the simulated value for the first two columns. The de-
viations are smaller than the expected maximum error. However,
the average estimation of ẑ is slightly larger than the simulated
value in the third column, which has a larger propagation dis-
tance. It is likely to be caused by the approximation of the propa-
gation term with a quadratic function. As there is the residue after
the quadratic approximation, the fitted derivative contains a larger
model error, which may fluctuate more than a result with a smaller
propagation distance. Nonetheless, the algorithm is effective for
small propagation distance.

Secondly, by comparing the results among the 3 pattern im-
ages, the algorithm’s robustness is evaluated. Similarly from table
3, 4, the averaged result and deviation are close to the simulated
value and the expected maximum error. The insignificant differ-
ence in result for different pattern shows the robustness of the
algorithm.

Finally, using the image dataset, the overall run time of the
algorithm is obtained for reference. The total time used has an
average of 210ms. For further investigation, the algorithm’s three
different steps can break down the overall timing into three parts.
The first part is to take the image to an angular spectrum, which
requires to compute one Fourier transform, and the actual average
time used is 10ms. The second step is to perform ECC alignment
to compute θ̂x, θ̂y, and correct the image shift, in which the actual
time taken is 149ms. Lastly, fitting x,y,z translation has an average
time of 51ms. From the breakdown, the longest time taken is the
image alignment on the frequency amplitude, which typical im-
age alignment on the spatial domain also requires similar timing.
Therefore, the whole processing time is reasonable in the current
industrial applications.

Conclusions and Future Work
The application of digital holographic microscopy can bene-

fit the semiconductor industry by utilizing extended depth of field
for object alignment. This paper proposed a hologram alignment
algorithm, which merges the refocusing algorithm with the image
alignment algorithm for optimization. The algorithm shows no
significant loss in accuracy and robustness among different object
patterns through case simulation. Also, the computation time is
reasonable to some typical industrial applications.

Further extension on the algorithm’s features, such as to han-
dle object imperfections, different pattern types, and image aber-
rations, could be done. More tests on real images should be car-
ried out to verify the applicability of the algorithm in the field.
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