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Abstract
Identity verification is ubiquitous in daily life. Its applica-

tions range from unlocking mobile device to accessing online ac-
count, boarding airplane or other types of transportation, record-
ing times of arrival and leaving work, controlling access to a re-
stricted area, facility, or vault, and many more. The traditional
and the most popular identity verification is password authentica-
tion but with many challenges. Human biometric identifiers like
fingerprint, retina scan, and 2D or 3D facial features have be-
come popular alternatives. Some applications use two-factor or
multi-factor authentication to increase system security, e.g., pass-
word and login code sent to a mobile device. All these identity
verification methods have their challenges ranging from forgotten
or stolen password to unaware or unintentional authentication
and complexity and high costs. This paper presents a promis-
ing alternative that could be an improvement to the existing iden-
tity verification methods. This improved identity verification is
a two-factor approach that concurrently analyzes facial features
and unique facial actions. The user’s facial features and facial
actions must both match what have been stored in the system in
order to pass identity verification. This two-factor verification re-
quires only the frontal view of the face and authenticates facial
features and facial actions concurrently. It generates an embed-
ding of facial features and facial action in a short video for match-
ing. We name this method Current Two-Factor Identity Verifica-
tion (C2FIV). Two frameworks that use recurrent neural networks
to learn the representation of facial features and actions. One
uses an auto-encoder, and the other one uses metric learning. Ex-
perimental result shows that the metric learning model performs
reliably with an average precision of 98.8%.

Keywords - Facial Action Analysis, Access Control, Identity
Verification, Deep Learning, Concurrent Two-factor Authentica-
tion.

Introduction
Identity verification is ubiquitous in our daily life. Based on

its applications, it could be categorized into authentication and
authorization. Authentication is a process that controls the ac-
cess of the data or system by verifying the identity of the user.
Similarly, authorization is a mechanism that grants the right to
access a resource or facility or to perform certain tasks. Often,
authentication requires a user to log in to a system by using some
form of credentials which, at a minimum, consist of a user ID and
password. Authorization requires a user to swipe their ID card or
other hardware devices on the reader, and the system compares
the user’s identity to a preapproved user list. Both processes are
essential to effective security.

The traditional and most popular form of identity verification
uses password or personal identification number. It has evolved
into two-factor or multi-factor authentication to provide a more
secure mechanism to verify that the user is who he or she claims
to be. Usually, it combines a piece of secret information, such
as a password, with a device the user possesses, such as a smart-
phone, a code card, or a physical key that must be connected to the
verification system. Human biometric identifiers like fingerprint,
retina scan, and 2D or 3D facial features have become popular
alternatives for identity verification. For example, two-factor au-
thorization using biometric identifiers could include an ID card or
password accompanying with fingerprint or facial features.

All the aforementioned identity verification methods, bio-
metric identifiers or physical device, have their weaknesses. For
example, the password could be lost, stolen, or phished. Two-
dimensional facial recognition could be compromised by a 2D
photo or image. Fingerprint could be copied using sticker or
special rubber glove. 3D facial recognition could be tricked by
fabricated 3D rubber face mask. All these existing and popular
biometric-based identity verification methods could be compro-
mised if the user is unaware, sleeping, or even unconscious. An
additional level of protection could improve the effectiveness of
many types of security systems. In recent years, research on bet-
ter defending systems against hackers or perpetrators never ceases
[1]. Our research aims to increase the level of protection with a
single camera and to build a more reliable identity verification
system.

This work was motivated by the biggest deficiency of the ex-
isting biometric based identify verification methods in which the
security could be compromised when the user is unaware or un-
conscious. Systems using fingerprint, retina scan, and 2D or 3D
facial model for identity verification all could be breached while
the authorized user is sleeping, unconscious, or even deceased.
Just like entering the password in a public place, some may argue
that facial action could be revealed to or recorded by a poten-
tial hacker if identity verification is done in public. This scenario
can only be successful if the attention is deliberate and carefully
planned. Unlike entering the password, the recording conditions
such as camera angle and distance increase the difficulty for du-
plicating facial action. Even if mimicking the exact facial action
is possible, matching the correct facial action and the exact fa-
cial features at the same time post a huge challenge for hackers or
perpetrators. Most identity verification applications such as con-
trolling access to a restricted area, facility, or vault will not face
this challenge.

The proposed identity verification system is designed to ad-
dress the weaknesses of the existing biometric approaches and to
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Figure 1: Diagram of the proposed system. In comparison, the conventional face-based identity verification system is single factor. The
proposed system employs facial action as the second factor. Access to the system is granted only if both factors are verified.

provide more effective security. This unique algorithm combines
facial features and facial actions to perform verification. The al-
gorithm verifies identity by using video input from the camera to
perform facial feature recognition and facial action analysis con-
currently to increase security. The user must be present in front
of the camera and consciously express a unique facial action. Us-
ing facial features concurrently with facial actions provides better
security than using facial features alone. This unique approach is
shown in Figure 1.

The system uses a single camera to acquire the video. It does
not require special hardware to obtain a 3D face model or other
signatures. In the registration stage, the user shows the frontal
face in the camera view and record a short video of a unique fa-
cial action or the lip movement from reading a secret phrase. This
recorded video is input to the computer for extracting facial fea-
tures and features of the facial action. The extracted features are
then stored in the system for identity verification. In the identity
verification stage, the features extracted from the input video is
compared to the stored features. The verification is successful if
the two sets of features are similar. This method is considered
two-factor because it tests both facial features and facial actions
for identity verification. We name this new method Recurrent Tw-
Factor Identity Verificaiton or C2FIV.

In this work, our focus is on developing a reliable algorithm
for facial action analysis. We implemented two dynamic facial
action analysis frameworks that use recurrent neural networks
to learn the representation of facial actions. One uses an auto-
encoder, and the other one uses metric learning. Our result shows
that our metric learning model performs reliably with an average
precision of 98.8%.

Our contributions can be summarized as follows:

• The development of an identity verification algorithm that
combines the inherence factor (facial features) and the
knowledge factor (facial action features) to increase the level
of security.

• Two machine learning models, one unsupervised and one
supervised, were designed to learn the representation of fa-
cial action.

• Our metric learning model performs with high precision and
demonstrates the feasibility of our innovative idea.

Background
In recent years, the data-driven machine learning ap-

proaches, like deep neural networks (DNN), have shown tremen-
dous success in computer vision applications. The deep con-
volutional neural networks (CNNs) based models have outper-
formed the traditional methods in almost every visual computing
task, especially for image classification[2] and object detection.
It has also been confirmed that CNNs work very well for face-
related tasks including face recognition[3, 4] and facial expression
recognition[5].

The pipeline of the proposed system is designed for facial
action verification. Different from facial expressions, customized
facial action may not have a key-frame that can outline itself. All
frames in the video must be involved in order to represent the
facial movement. We use recurrent neural networks (RNNs) to
model dynamic facial action. RNN is considered a powerful tool
to model sequential data. It produces promising results in many
machine learning tasks such as automatic speech recognition[6]
and video translation[7].

Related Works
We performed a thorough literature review and patent search.

Xie[8] proposed a similar user authentication system utilizing dy-
namic facial actions. However, this work used Kinect, a depth-
sensing camera. Our system only requires a single camera and
employs neural networks to process the facial action video with-
out depth information. Some works[9, 10] attempted to enhance
identity verification using facial expressions, which is barely a
subset of general facial actions. Also, their systems only handled
static image input.

Method
The first step of our facial action verification pipeline is de-

tecting the facial landmarks in each frame. These landmarks are
normalized and packed into a sequence whose length is equal to
the number of frames. The second step is feeding this sequence
to RNN. In this work, we developed two models based on RNN.
One is the auto-encoder model, which is an unsupervised learning
method and can work without labels. The other is a metric learn-
ing model. It requires identical tags of samples but can cluster
similar samples and distinguish the different pieces.

In both models, the state of RNN cells is used to produce
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Figure 2: Facial landmark detection on images with facial ac-
tion. The top five images are the original frames. The second row
shows the detected facial landmarks of these frames. The land-
mark detector works well with face with distinct facial actions.

the embedding for identity verification. The embedding of the
user’s facial features and facial action at the registration stage is
stored on a server. When the authentication process is running, the
computer compares the newly generated embedding to the saved
one. The verification is passed if the dissimilarity is under a preset
threshold.

Facial Landmark Detection
The facial landmark detector used in the system is an en-

semble of regression trees[11]. The face region must be detected
before landmarks detection. Our face detector uses the classic
Histogram of Oriented Gradients (HOG) features[12]. Some re-
cent research[13, 14] showed CNN-based face detectors outper-
form those using hand-designed features. However, our system is
specific for identity verification, in which the head pose is mostly
stable, and the image quality is more than adequate. Our test in
the lab shows that the traditional detector works perfectly for our
needs. Also, some camera modules already have this detector in-
tegrated into the processor. The face detection can be done in
real time with built-in hardware, and it is power efficient. Once
the face region is detected, the landmark detector starts with the
face region’s centered mean shape. Then the shape is updated at
each level of the cascade. We are aware of some CNN-based fa-
cial landmark detectors, like FAN[15], which performs well with
the non-frontal view and noisy background. For the same rea-
son above, the result from regression trees, shown in Figure 2, is
accurate for our application. Interestingly, for some images with
intense facial action in our experiments, the ensemble of regres-
sion trees worked better than neural networks.

Recurrent Neural Networks
The state of RNN cells is called the hidden state. The hidden

state is updated using both the input data at time t and the hidden
state at time t-1. The refresh process of plain RNN is the most na-
tive form, unable to handle data with long-term dependencies[16].
The facial landmarks in our videos contain long-range contextual
information. Therefore, we upgrade the cell with a gated recurrent
unit (GRU)[17]. The GRU cellcontains a reset gate and an update
gate. The reset gate determines how much of the old memory to
forget, while the update gate decides how much of old memory to
retain.

Sequence-to-Sequence Autoencoder
We first treat our facial action representation task as a di-

mension reduction problem. The auto-encoders can transform

EncoderStacked RNN

DecoderStacked RNN
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Facial landmark sequence 
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Figure 3: Auto-encoder model. The output sequence (recovered
input) is not exactly the same as the input sequence. Then we use
the difference as the loss to update the model parameters.

the high-dimensional input data into a lower-dimensional vector,
which preserves the input’s identity information. Then the de-
coder can recover the original data from this vector. Some re-
search works have applied auto-encoders to sequential data, and
the results are promising. We use auto-encoder on our face land-
mark sequences to obtain the facial action representation.

Figure 3 shows our auto-encoder model. This model in-
cludes two parts, encoder and decoder. Both of them use stacked
RNN as the backbone. The hidden state of RNNs in the encoder
works as the intermediate state (green block). The RNNs in the
decoder use it to initialize their hidden layers. The output of the
decoder has the same shape as the input sequence. The difference
between the input and output determines the loss.

The encoder and decoder in our design both use a two-layer
RNN as the backbone. The intermediate vector becomes the rep-
resentation of facial action.

Metric Learning
The other model we developed is shown in Figure 4. It is

an RNN based metric learning model that can generate an embed-
ding for each facial landmark sequence. This model shares the
same structure as the encoder in our auto-encoder model. The dif-
ference is that it employs a contrastive loss as opposed to learning
the embedding in an unsupervised manner. We train this model
with positive and negative pairs. Each positive pair for training
includes two sequences of the same facial action from the same
person. Each negative pair has two sequences from either the
same person but different facial actions, different people but the
same facial action, or both are different. This training process’s
goal using contrastive loss is to obtain a higher score for positive
pairs and a low score for negative pairs, which is how the system
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Figure 4: Metric learning model. We apply the L2 normalization
to the output to normalize the length of the n-D representation
vector.

is supposed to report when comparing the live video input to the
recorded reference video for identity verification.

This model employs contrastive loss function [18], which is a
common criterion designed for metric learning. It is similar to the
binary cross-entropy (BCE) for binary classification tasks. Differ-
ent from BCE, the contrastive loss is determined by the input pos-
itive and negative sample pairs. When a pair of two samples from
the same category (positive), their representation vectors should
be similar. For samples from a pair of two different categories
(negative), the representation vectors are expected to be dissimi-
lar. The similarity is usually measured using Euclidean distance
or cosine similarity.

As shown in Figure 5a, the light blue, and dark blue circles
represent the same facial action, and circles of other colors repre-
sent different facial actions. Their distances to the reference facial

(a) Initial (b) Final
Figure 5: Contrastive loss.

Figure 6: The facial landmarks we use.

action (dark blue) do not represent their similarity to the reference
facial action in the initial training stage. After iterations of train-
ing, the same facial action (light blue) will be drawn toward the
reference. All other facial actions will be pushed away from the
reference, and their distances will increase. In other words, this
training process using the contrastive loss will provide better sep-
aration if facial actions are different. If a facial action (dark green)
distance is already longer than a given threshold (dashed circle),
this training process will ignore it and not update its representa-
tion vector. The formula of the contrastive loss function we use
is,

LW,b = (1− y)×DW,b
2 + y×max(0, m−DW,b)

2 (1)

y is the pair label. DW,b is the distance between two embedding
vectors generated by the model with parameter set (W,b). m is the
distance margin that denotes the minimum acceptable distance of
vectors from the negative pair.

Experiments
We used the implementation of the face detector algorithm

and facial landmarks detection algorithm developed by dlib[19].
This facial landmark detector generate2 72 landmarks for each
face image. However, the proposed two models are difficult to
converge because of the many redundant and noisy points. We
removed some noisy landmarks such as the points on the chin. We
also combine redundant landmarks, such as the points around the
eyes. The landmarks of active facial muscles were not removed as
shown in Figure 6. The proposed models can converge easier with
these important landmark points and obtained better accuracy.

As the proposed method is data-driven, we examined some
benchmark facial expression video datasets. There were not
enough positive samples that one subject makes the same facial
action multiple times. Using these data sets would not provide a
sufficient number of positive sample pairs for training and testing.
Researchers created these datasets for modeling facial expressions
for recognition, which is a subset of general facial actions. They
are not suitabl for our identity verification algorithm. To verify the
feasibility of the proposed method, we created a dataset specifi-
cally for our experiments. Our dataset contains ten subjects, and
each subject repeats ten predefined facial actions 40 to 50 times.
We collected a total of 4351 video clips. Figure 7 shows some
samples of our dataset. We down-sampled them to 5 frames per
second (FPS) for viewing, while the original framerate of all sam-
ples in the dataset is 15 FPS.

We implemented our two neural network models using
PyTorch[20].

Results and Discussion
It is harder to form positive pairs than negative pairs because

the subject had to repeat the same facial action multiple times
to generate positive pairs. The numbers of binary-class pairs are
very imbalanced. Therefore, we used Precision-Recall (PR) to
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Figure 8: PR curves. The two solid curves (red and orange) in-
dicate the final performances of two proposed models, while the
dashed curves show their initial power before training. The metric
learning model is up-and-coming.

evaluate the performance of our two trained models. Figure 8
shows four PR curves. The two solid curves denote two models’
final performance, while the dashed curves show where the mod-
els start. Both models were able to learn the representation of
facial actions. The metric learning model had the best PR curve,
whose average precision (AP) was 0.988. For facial authentica-
tion, the number of false-positive cases should be minimal. Preci-
sion (P) is more critical than Recall (R) for systems with a high-
security level.

Our C2FIV performs identity verification by analyzing fa-
cial features and facial actions concurrently. It is considered a
two-factor verification because both facial features and facial ac-
tions are used for verification to increase the security. Only the
same action from the same person can pass the verification. The
same facial action but from different people will fail the verifica-
tion because facial features are embedded in the features extracted
by our network. The wrong facial action whether from the same
person or not will surely fail.

We noticed that, in the final curve of the metric learning

model (orange), when P started dropping slightly below 100%,
R was still close to 88%. In other words, the proposed method
verifies identity with 100% accuracy, and no false facial actions
can pass. The only minor issue is that the user may have to repeat
the verification process approximately every one out of ten tries.
These numbers are more than acceptable for identity verification
systems that require a very high level of security.

Of course, for different applications, this performance can be
adjusted by using a different threshold. For example, for getting
access to a restricted area, the precision should be 100% even
though the user may sometimes have to try the authentication
process more than once. For low-level security entrance control
or tracking workers’ presence or work hours, precision could be
lower, but the user only needs to authenticate once (high recall).

Conclusions
We proposed a novel two-factor identity verification system.

It can verify the user’s identity using both facial features and facial
actions. We also implemented two prototypes. One is based on
auto-encoder and the other one uses deep metric learning. They
both use RNN as the neural network backbone. We created a
small dataset that contains some common facial actions. The ex-
periment result shows that both architectures can learn the repre-
sentation of facial features and facial actions concurrently. The
deep metric learning with contrastive loss provides better accu-
racy.

Future Works
The algorithm works well with the frontal view, the head

pose variation cannot be ignored. Usually, the user’s head pose
is near perfect during the registration process. The identity ver-
ification process may have to deal with head pose variations. A
robust identity verification system should handle a slight devia-
tion from the frontal view and warn the user if their head pose is
not acceptable for verification.

Currently, only facial landmarks are used to model facial ac-
tions. Bypassing landmarks detection and using the raw video
shoudl improve its performance at least for analyziing facial fea-
tures. CNN has some variants[21] that can learn both spatial and
temporal information from video. In the future, we will explore
the feasibility of using facial action video as the input to generate
its embedding in one stage without landmark points detection.
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Facial action video includes facial features and facial action
information. People could learn and mimic the facial action to
pass the verification. Our next goal is to extract more detail facial
features from the input video to improve the verification perfor-
mance. Multiple-level metric learning could be an ideal method
for this approach.
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