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Abstract
Working in protected workshops places supervisor workers

in a work field with concurrent targets. On the one side, the work-
ers with disabilities require a safe space to meet special require-
ments and on the other side, customers expect comparable time
and quality standards than in the normal industry while maintain-
ing cost pressure. We propose a technical solution to support the
supervisors with the quality control. We developed a flexible as-
sistance system for people with disabilities working in protected
workshops that is based on a Raspberry Pi4 and uses cameras
for perception. It is appliable for packaging and picking pro-
cesses and is supported by additional step by step guidance to
reach as many protected workshops as possible. The system tries
to support supervisors in quality control and provide information
if any action is required to free time for interpersonal matters.
An automatic pick-by-light system is included which uses hand
recognition. To ensure good speed we used image processing and
verified the detections with a machine learning approach for ro-
bustness against lighting conditions. In this paper we present the
system, which is available open source, itself with its features and
the development of the machine learning algorithm.

Introduction
Supervisors in protected workshops have different tasks.

Their responsibilities include quality control, work distribution,
work preparation and keeping track of customer requirements,
such as the deadline of the order and the quantity of products
needed for the order. Additionally, they have a protective role
and are also responsible for interpersonal issues. Due to this ten-
sion, they are heavily burdened. A low cost assistance system can
reduce worker stress by helping them with technical tasks such
as quality control and work preparation, ultimately leaving them
more time for interpersonal issues. Worker assistance systems in
general support workers in performing their tasks by receiving
and processing information from the environment and providing
feedback. In order to guide workers and control processes, and
thus reduce error rates and mental stress [3, 4], assistance sys-
tems must track the work steps being performed. Systems exist
in varying degrees of complexity and differ both in the process of
recognizing hands to track work steps and in the type of feedback
they provide. Deep learning algorithms have become state of the
art in the field of object recognition and can therefore also be ap-
plied to the task of hand recognition. However, when it comes
to protected workplaces, special requirements must be met. Em-
ployees’ tolerance thresholds are often low, leading to declining
motivation and interpersonal tensions as soon as major changes
occur in the workplace. This can be caused by the integration of
an assistance system, as it usually involves a change in the work-

place and requires compliance with certain conditions, such as
wearing a glove or sensor. Moreover, in packaging processes, an
order can only be completed if all related components are avail-
able in sufficient quantities. However, due to employees’ limited
cognitive abilities, supervisors cannot rely on employees to refill
empty cartons on their own. The situation is exacerbated by time
pressure and the quality demands of customers, who need their
goods on time regardless of the special circumstances.

We propose a flexible worker assistance system for packing
and picking processes that meets the needs of protected work-
shops by minimizing the associated changes in the environment
known to the worker while providing robust support. We use an
RGB camera, image processing tools and an object detector to
detect and track the worker’s hand to derive a removal of a box
component. The worker can continue to work as usual, as there is
no interaction or need to wear a glove. Integrated lights provide
simple but sufficient feedback. To save time and avoid incom-
plete orders, the system provides a visual approach to detect box
fill levels. This allows the supervisor to be informed of possible
empty boxes at an early stage. Our system differs from existing
ones in that we use only low-cost hardware. Our focus is to reach
and support as many workshops as possible. Therefore, the sys-
tem is limited to the bare essentials and is easy to replicate. It
comes with step-by-step instructions and allows for user-friendly
system configuration with a web application.

In this paper, we present our improved system version. We
started with very fast detection of hands using edge detection and
derived a handle by computing pixel differences of the box im-
ages. The increasing computational power of low-cost hardware
such as the Raspberry Pi4, advances in lightweight object detec-
tors such as the Tiny-YOLOv4 1, and the strong light sensitivity of
the hand detection used, as all contours were identified as a pos-
sible hand regardless of the trigger, motivated the revision of the
original system. In summary, the main contributions of our work
are:

• An open-source worker assistance system for packaging
processes that allows people with disabilities to continue
working as usual, provides user-friendly configuration, de-
tects empty boxes, and tracks the worker’s hand with an ob-
ject detector using Deep Learning, using only low-cost hard-
ware.

• A hand data set that allows the recognition of hands from an
egocentric view with and without gloves.

We provide insights into our system flow, introduce hardware and
software components and illustrate the development of the train-

1https://github.com/AlexeyAB/darknet
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(a) ActiveAssist3 (b) QualityAssist5 (c) LightGuide6

Figure 1: Examples of commercial assistance systems. Complex-
ity decreases from (a) to (c).

ing data set. The performance of different models are compared
and exemplary setups demonstrate the accuracy and robustness
in operation. The project page 2 provides the software and build
instructions.

Related Work
To evaluate our contribution in relation to existing packaging

assistance systems and the extensive literature on hand detection
algorithms, it is important to to consider several aspects of each
approach: what is the level of complexity, how does the system
affect the worker, what assumptions are made, and how applicable
is the hand detection.

Fig. 1 shows three commercially available worker assis-
tance systems for packaging processes, decreasing in complexity
from (a) to (c). ActiveAssist 3 includes a vision-based pick-to-
light system, hand tracking, in-situ projection, touch screens, and
other components. Another complex vision-based system is Der
schlaue Klaus4, which uses object recognition to obtain informa-
tion. In contrast, QualityAssist5 relies on a wearable transmitter
that emits ultrasonic waves. A system mounted at the workplace
receives these waves and calculates the position of the worker’s
hand. A simplified solution is provided by LightGuide6, in which
the worker confirms the removal of a component by touching a
sensor light. Other work focuses only on the different types of
feedback and explores in-situ feedback through augmented real-
ity solutions [1, 2]. There is also work that examines the effects
of selected assistance systems. [3] evaluates picking assisted by
different approaches, such as head-up displays or pick-by-light,
in terms of error types, efficiency, and user preferences. The rela-
tionship between situation awareness, especially in pick-by-light
systems, is investigated in [4]. Considering assistive technology
in general for people with cognitive disabilities, a literature review
is provided in [5].

However, to our knowledge, none of the existing work fo-
cuses on a system design that minimizes the associated changes to
the workplace, targets the use of low-cost hardware, and is avail-
able as open source while leveraging the state of the art.

Object recognition algorithms have attracted a lot of atten-
tion in recent years because they can be used in many different
subject areas. One application area is hand detection and local-
ization, which is often extended by gesture recognition and thus
can be used for sign language recognition [9] or home automa-

2https://ambos-3d.ipa.fraunhofer.de
3https://www.boschrexroth.com/de/de/produkte/produktgruppen/

montagetechnik/news/assistenzsystem-activeassist/index
4https://www.optimum-gmbh.de/produkte/der-schlaue-klaus
5https://sarissa.de/qualityassist
6https://www.turck.de/static/media/downloads/more21651e.pdf

tion [10]. [6] points out that hand recognition started with data
glove sensors for capturing hand movements and coordinates. A
detailed overview of such glove-based systems and their applica-
tions is provided by [11]. The drawbacks of these systems, such as
unsuitability for the elderly or possible skin irritation, led to the
development of image processing-based techniques. Most pop-
ular techniques are based on skin color recognition in different
color spaces [12] or use colored glove markers [13]. Although
there are skin-based models [14] that encompass the entire spec-
trum of skin color, such color-based methods remain susceptible
to skin-like colored objects and varying lighting conditions. Other
approaches, summarized in [15], segment the hand from images
using depth information from 3D sensors. However, such sensors
are quite expensive and the hand should be the object closest to
the camera for the algorithm to work properly. Motion-based [16]
and appearance-based [17] hand or gesture recognition can be ap-
plied when the background is rather static and main movements
in the image are caused by hands.

Object detectors based on deep learning aim to detect se-
mantic objects of a certain class in images by applying a feature
extraction step and inferring object location and class member-
ship [7]. Various approaches for domain-specific object detectors
have emerged over time and can be categorized into two-stage de-
tectors, most representative are the R-CNN variants [18, 19, 20],
which first identify the image regions of interest and then fea-
tures extract and classify the features, and one-stage detectors,
such as YOLOv4 [8] and SSD [21], which locate and classify ob-
jects without a prior region proposal step. To improve detection
speed on low-end devices, several lightweight architectures, such
as the MobileNet series [22, 23, 24] and lightweight YOLO mod-
els [26, 29, 25, 27, 28, 30], have already been proposed.

Although even lightweight deep learning detectors require
high computational power, they only make few assumptions about
the object to be detected while showing promising results in terms
of robustness. Therefore, we use Tiny-YOLOv4 as a hand detector.
While literature provides the algorithm, a data set for detecting
both hands and hands with gloves is not found.

System Overview
Our proposed system, Fig. 2, consists of three modules that

can be installed on one computing unit, but can also be distributed
on multiple devices:

• Sensor application: Receives information from the
workspace via a camera, derives the position of hands,
grasps, and empty boxes, and controls visual (LED) and au-
ditory (speaker) feedback.

• Control app: Controls the process by receiving mes-
sages from the sensor application such as: ”Box1, removal
detected; Box2, empty” and sending commands such as
”Box1, LED to green; Box2, LED to red”. It displays
process information in a web application and sends user-
configured settings to the sensor application.

• Web application: Allows the supervisor to configure all set-
tings of the current order, e.g. quantity of components, and
the sensor application, e.g. box coordinates.

By using low-cost hardware, the system can be replicated
with a budget of about 100$: Raspberry Pi4 B 1gb (∼ 40$), cam-
era module v2.1 (∼ 10$), WS2801 LED-strip (∼ 15$), passive
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Figure 2: Schematic diagram of the system: Sensor application receives user configured settings from MQTT broker. Box images Bi,..n

are extracted from the current frame F and processed sequentially, by first subtracting static background from the box image and applying
contour detection. The box image is stored as Bi

old and is only updated if there is no contour in the image. If a contour has been found, a
counter Ci is increased if the object detector detects a hand in the box image scaled to size mxm. Optionally, the hand detection suspends
if Ci is above a threshold. The absence of movement (no contour) leads to the calculation of a pixel-by-pixel difference di = Bi−Bi

old .
A removal is derived if di and Ci are big enough. An empty box is derived either by counting edges or using saturation-histograms of the
box images. MQTT messages of detected events are send to the broker and forwarded to the control app which answers with instructions
to set the status of the led strip and speaker. The process of setting LEDs and speakers is neglected in this diagram.

cooler (∼ 15$) and small components like screws, wires, SD-
card, and buttons (∼ 20$). The firmware includes the application
which is implemented in C++ running on Ubuntu 20.04. We use
OpenCV4 and its image processing tools to subtract backgrounds,
find contours, blur images and detect edges. Instead of the YOLO
framework Darknet7, the object detector is instantiated with the
DNN module of OpenCV4, as it provides higher prediction speed
on CPUs. The MQTT protocol is used for a fast communication
between the modules.

Data Set
Creating a data set for a robust hand detection model is a

challenging problem due to different illumination settings, hand
poses, occlusions, and backgrounds. In packaging processes, the
hand is typically placed over a box with components of arbitrary
color, shape, and texture, which can have the appearance of fin-
gers or veins under certain conditions. Training a model capa-
ble of recognizing hands wearing any type of glove is also not
straightforward, as we are not aware of an annotated glove data
set based on real data. A large amount of training data would be
required to build a robust model with respect to different colored
objects and viewing angles. Since our proposed assistance system
always places the camera over the worker, we aim to optimize the
model only for hands from egocentric views and gloves that are
available to us. Table 1 summarizes two different approaches.

In a first approach, we used the data set D1 consisting only
of self-captured images of simulated packaging processes. During
acquisition, a pre-trained object detector trained on hand images
from the Open Images Dataset8 was used for pre-labeling. Both
full resolution images (1280x720) and images cropped to box ar-
eas were saved. If images were too blurry or the hand was cropped

7https://pjreddie.com/darknet/
8https://storage.googleapis.com/openimages/web/index.html

(a) D1 (b) D2

Figure 3: Example images: (a) contains self-recorded images with
hands and (b) contains self-recorded images with and without
hands and images from EgoHands, CMU KO8 and Office-Home
data set

too much, the data was removed. In total, approximately 5900 of
images were captured using six boxes with different components,
four gloves (red, green, blue, white), a work area, and the hands
of two workers, Fig. 3 (a).

In a second approach, a data set D2 is used. It is based on D1

and extends it with new self-captured images at different work-
places and other gloves, as well as 2500 images from the Ego-
Hands [31] data set. We focused on a balance between full-size
images and those with box-cropping, as well as images contain-
ing hands with and without gloves. In total, D2 contains 10,000
images of hands. For better robustness to objects without hands,
we added 10,000 images that do not show hands and are from our
self-captured images, CMU KO8 [32] and the office-home [33]
data set, fig. 3 (b).

All self-recorded data went through a time-consuming man-
ual labeling process. We removed images where the fingers were
no longer visible due to motion blur or where the hand detail was
too small. For images that were already labeled, we checked the
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Table 1: Generated data sets and their amount of images: the first five columns refer to self-recorded images. External data sets: Egohands
[31],CMU KO8 [32] and Office-Home [33]

Data
set

hands in
full res.

hands
cropped

hands hands,
gloves

no
hands

external data,
hands

external data, no
hand

D1 4042 1860 4377 1525 - - -
D2 3614 3886 2500 5000 8618 EgoHands

(2500)
CMU KO8 (1100),
Office-Home (282)

annotations. Then, augmentation steps such as horizontal and ver-
tical flips, color channel permutation, and rotations were applied
to increase diversity. Thus, the resulting augmented data sets
D1

aug, D2
aug contain four times more data compared to the origi-

nal data sets. In addition, based on D2
aug, we generated a gray-

scaled version D2
gray to compare detector performance on three-

and single-channel inputs.

Experiments
Given our hand data sets, the goal is to use Tiny-YOLOv4

to create a robust hand detector. Since the architecture of Tiny-
YOLOv4 does not involve fully linked layers, but only convo-
lutional layers, the size of the input image st can vary during
model training and si during inference (on the RaspberryPi). The
only condition is an input divisible by 32. On the one hand, it
is hard for the model to extract meaningful features when st be-
comes small. On the other hand, the number of frames per second
(FPS) on the RasperryPi must be high enough to detect fast grips,
which can be achieved by small si. Empirically, 10 FPS has been
found to be sufficient, which can be achieved with si ≤ 160 pix-
els. However, st and si must not differ too much, otherwise the
model would have to detect objects of a magnitude that are not
well represented during training. In addition to the development
of the hand detector, further experiments were conducted to op-
timize the detection of empty boxes. Overall, the performance
of a saturation-based and an edge-based classification approach is
tested on 280 labeled box images.

Hand Detection
Training&Evaluation: The training process is based on the

open source framework Darknet. To initialize the convolutional
layers and thus speed up the training process of the network, the
pre-trained weights darknet53 are used. Shared hyperparameters
of all runs are: batch size = 64, lr = 0.00261, subdivions = 16
and max batches = 6000. First, D1

aug was used to train a model
with st = 480. To validate performance on smaller resolutions,
we set the input size to 160 and 96 in subsequent iterations. After
extending D1 the process was repeated with D2

aug and D2
gray.

An eight-fold cross validation was used, dividing the data set
into one test, one evaluation and six training folds. To determine
the most suitable confidence threshold λcon f of a given model
based on a data set, common evaluation measures were computed
and averaged on the test folds, using a fixed confidence threshold
λcon f ∈ {0.05,0.1,0.2,0.3,0.4,0.5}. Due to data scarcity and the
decision to use all data for final model training after evaluation,
we lack a general test data set to compare all model performances.
Therefore, the models are used more to compare the quality of the
data sets and determine the most appropriate one for our applica-
tion. Therefore, the focus is on qualitative evaluation, which is

(a) No-hand objects (b) Hands
Figure 4: Performance of the model trained on D1

aug,480, si = 96
and λcon f = 0.4. FPs and FNs are marked. The model recog-
nizes almost every hand with or without a glove (b), but tends to
misidentify objects with skin or glove-like color or shape as hands
(a).

achieved by observing and analyzing the robustness and accuracy
of the models in exemplary setups. We tested si = 160 and si = 96.

Results Looking at the F1 score, the best model based on
D1 achieves a score of 0.98, while using λcon f = 0.3 and 0.4,
respectively, and st = 480. For D2, the same λcon f and st also
yield the best model with an F1 score of 0.93. However, it cannot
be concluded from the scores that the first model outperforms the
second for the reasons stated above, since both are tested with dif-
ferent retained data from the corresponding data set. In addition,
the quantitative results do not necessarily translate to operating
performance due to the different input variables st and si. Qual-
itatively, both models can recognize hands and gloves with good
accuracy, with the model trained on D2 performing significantly
better, see Fig. 4 (b) and Fig. 5 (b). The model trained on D1

shows significant weakness in correctly classifying objects with-
out a hand, see Fig. 4 (a). Instead, Fig. 5 (a) confirms the effec-
tiveness of extending D1 to include non-hand objects, as robust-
ness improved significantly. However, both models struggle with
not recognizing skin (e.g., arm) or glove-colored objects (e.g.,
white bag) as hands. Fig. 6 compares robustness and accuracy
at different workstations and shows that it is beneficial to include
images taken at different workstations, even if the same person
uses the same boxes and gloves. Whether si = 96 or si = 160
is chosen depends on the objective. Using 96 gives higher FPS
(∼ 16), but with si = 160 the model tends to be more robust and
accurate. This is the expected behavior, since with the latter si
is closer to st . We refrain from presenting further results of runs
with D2

gray and varying st , since they do not lead to a better result
at the current stage of the evaluation.
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(a) No-hand objects (b) Hands
Figure 5: Performance of the model trained on D2

aug,480, si = 96
and λcon f = 0.4. FPs and FNs are marked red. The model detects
hands with similar accuracy like in Fig. 4 (b), but is significantly
more robust against no-hand objects (a). However, the model still
struggles with skin or glove-like colored objects, such as the white
bag or human arm.

(a) Model based on D1
aug,480 (b) Model based on D2

aug,480
Figure 6: Comparison of the models based on different data sets.
si is set to 160 and λcon f = 0.3. The models are tested at differ-
ent workplaces. FPs and FNs are marked red. The selected data
shows a significant improvement in (b) over FPs and FNs.

Empty Box Detection
Visual recognition of empty boxes is challenging because

there are a variety of boxes and components (screws, foils, plates,
nuts, plugs, ...) that differ in size, shape, color, and texture (from
rough and many edges to completely smooth and transparent), ex-
amples are shown in Fig. 7.

Our first attempt was to derive a box from the saturation his-
togram by comparing the maximum value to a threshold λhist .
This works well for small components that differ from the box
color, but weakens as components get larger and have more uni-
form colors or boxes are not monochromatic. In addition, light in-
cidence and reflections in empty boxes lead to false negatives. We
introduce a new method where edges are detected and counted.
An empty box is inferred if the number of edges found is less
than λedge. To compare both approaches, 140 images per class
were collected and labeled. Both the False and True Positives, and
the False and True Negatives are considered. For edge detection,
OpenCV’s Canny function is used. Both methods are based on the
assumption that the color of the components is significantly differ-
ent from the color of the box. However, the edge-based approach
provides more components (kernels, thresholds, dilation) that can
be adjusted to fit the algorithm to the data. The consequences
are shown in Fig. 8, as the edge-based detection results in higher
True and lower False Positives and Negatives. Nevertheless, the

Figure 7: Small excerpt from the variety of box components.

(a) Saturation-based approach (b) Edge-based approach
Figure 8: Comparison of empty box detection methods: we use
280 images manually annotated with the label empty or full. For
each class, we compute the inverse of the most frequent color
value (a) and the ratio between pixels belonging to an edge and
all image pixels (b) and plot their density. The example thresholds
λhist = 0.0008 and λedge = 0.089 yield 103 TPs, 66 TNs, 74 FPs,
and 37 FNs for the saturation-based approach and 126 TPs, 102
TNs, 37 FPs, and 14 FNs for the edge-based approach.

system we designed allows the user to choose between the meth-
ods, as the saturation-based approach also has advantages, e.g.,
the approach tends to perform better on smooth objects such as
transparencies.

Conclusion, limitations, and future work
We have presented a worker assistance system for the pack-

aging process, designed for use in protected workshops. The crux
of our work is that we avoid the use of expensive hardware and
develop the project as open source. This allows for replication
at an unbeatable cost and flexible adaptations for the future. Our
designed data set allows training an object detector capable of de-
tecting hands with and without gloves. Although the detection is
not perfect, we are confident that more data from real-world de-
ployments will further improve the detection. In addition, we have
presented two efficient methods to detect an empty box. All this
leads to the support of the worker and the supervisor and saves
time for interpersonal issues.

The system does not require the detection of individual parts
in order to be cost-effective and universally applicable. However,
this means that it is not possible to determine how many compo-
nents the worker has gripped. This can be avoided by using multi-
ple boxes containing the same components. Since the workspace
and camera angle are limited, this is also not applicable for many
boxes. Robust hand and removal detection also becomes difficult
when boxes are stacked rather than side by side. Since our hand
detection method is learning-based, it suffers from generalization
and novel test data. The more data can be collected during opera-
tion in different protected workshops, the more the hand detection
can be improved.

Future work will investigate and compare the performance
of other lighter object detectors. In addition, it is expected that a
more powerful computing unit would result in higher FPS while
increasing st , which would certainly improve robustness and ac-
curacy. The application should be tested in several protected
workshops. Previously unused gloves and boxes needs to be
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added to the data set, and the model has to be fine-tuned on objects
that seem difficult to classify. A cloud-based solution connected
to each assistance system can simplify the data collection process,
thereby improving the amount and variance of training data.
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