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Abstract

Annotation and analysis of sports videos is a challeng-
ing task that, once accomplished, could provide various bene-
fits to coaches, players, and spectators. In particular, Ameri-
can Football could benefit from such a system to provide assis-
tance in statistics and game strategy analysis. Manual analysis of
recorded American football game videos is a tedious and ineffi-
cient process. In this paper, as a first step to further our research
for this unique application, we focus on locating and labeling in-
dividual football players from a single overhead image of a foot-
ball play immediately before the play begins. A pre-trained deep
learning network is used to detect and locate the players in the
image. A ResNet is used to label the individual players based
on their corresponding player position or formation. Our player
detection and labeling algorithms obtain greater than 90% accu-
racy, especially for those skill positions on offense (Quarterback,
Running Back, and Wide Receiver) and defense (Cornerback and
Safety). Results from our preliminary studies on player detection,
localization, and labeling prove the feasibility of building a com-
plete American football strategy analysis system using artificial
intelligence.

Keywords - American football, artificial intelligence, deep
learning, object detection, player labeling, sports strategy analy-
Sis.

Introduction

Over the decades, the game of American football (hereafter
referred to as football) has evolved to incorporate various aspects
of technology with the purpose of improving both gameplay and
spectating. For example, coaches in the NFL are provided with
a tablet in which they can see images of player formations from
earlier in the game [1]. This incorporation of technology assists
the coaches in making well-informed decisions while on the field.

Computer Vision in particular has begun to play an increas-
ingly significant role. With recent technological advancements in
computer vision, tracking players in sports has become possible.
For example, players in basketball [2], soccer [3], and football
[4] can been tracked using a combination of computer vision and
other techniques.

Motivation

One area in the field of sports that can be improved by using
Computer Vision techniques is annotating sports footage. This
has many similarities to tracking players while on the field. Man-
ual labelling of individual players can be tedious and time con-
suming, so automating the process could prove to be beneficial.

Deep Learning provides a promising avenue of research in
player tracking. Automated player detection and tracking using
Computer Vision and Deep Learning could prove to be useful in
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helping coaches study and understand both how their team plays
and how other teams play. This could assist them in game plan-
ning before the game or, if allowed, making decisions in real time,
thereby improving the game.

This paper presents a method of player detection from a sin-
gle image immediately before the play starts. YOLOV3, a pre-
trained deep learning network, is used to detect the visible play-
ers, followed by a ResNet architecture which labels the players.
This research will be a foundation for future research in tracking
key players during a video. With this tracking data, automated
game analysis can be accomplished.

Challenges

Various challenges exist in locating and tracking players in
Football videos. One challenge arises because of the common
placement of the camera. In a 45-degree camera view of the field,
which is the camera view we are using, the play is seen from
above and behind the line of scrimmage. This introduces the chal-
lenge of occlusion. With the camera behind the line of scrimmage,
some players are easily blocked. In particular, the Quarterback
often stands directly behind the Center, often prohibiting the Cen-
ter from being seen. The defensive players closest to the line of
scrimmage are also often occluded by the offensive line. We ad-
dress this issue when labelling players with the ResNet after the
visible players are detected.

Another challenge arises with the movement of the camera.
The camera is not stationary through the duration of the play,
which causes some players to leave the frame. This challenge
will be addressed in future work. We are planning to obtain bird’s
eye view game videos that most teams have access for our future
work. With the bird’s eye view videos, these two challenges may
not be so significant.

Related Work

The previous work that has been done in the field of sport
player tracking has used both Computer Vision techniques and
physical tracking devices, such as the RFID tracking system used
by the NFL. [4] tracks the movement of football players using
Computer Vision techniques to create a cross-domain transforma-
tion from a camera view to a bird’s eye view. [5] predicts the
trajectories of wide receivers in an football play using a Markov
decision process. [6] identifies the type of formation the offensive
team is lined up in by locating the line of scrimmage and using
SVM classifiers.

[3] and [7] track soccer players using multiple cameras. [2]
tracks basketball players using a broadcast view of the court and
the play-by-play text of the game.

Using Artificial Intelligence techniques, such as Deep Learn-
ing and Machine Learning, player tracking in sports has become
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even more feasible. Using Machine Learning and the RFID track-
ing system, [8] identifies the routes of American Football plays.
Also using the RFID tracking technology, [9] quantifies the Quar-
terback’s decision making process, predicting which player will
receive the pass. [10] identifies key events using Deep Learning
and feature extraction. [11] uses a deep CNN to detect a soccer
ball and a kalman filter to track the ball. [12] also uses Deep
Learning techniques with a CNN to track soccer players.

Contributions

We present a method of locating and labelling football play-
ers using Deep Learning techniques. This eliminates the need of
attaching physical hardware to the player. The sole data to be
used is obtained by a single overhead camera. Applying these
Deep Learning techniques presents a novel method of locating
and labelling football players.

Data

The dataset used is a custom collected and labelled dataset.
To assist in the collection of data, the images were obtained using
the Madden NFL 20 PC game.

Data Collection

To ensure obtaining the clearest view of as many players as
possible, the images collected are from the All-22 view of the
field, which is above and behind the offensive line (See Fig 1).
To ensure the images are usable when training, they are obtained
immediately before the start of the play, when the players are on
the line of scrimmage in their assigned positions. 600 images in
total were collected, with 500 images used for training our model
and 100 images for testing the model.

Figure 1. Sample Image of All-22 Camera View

Currently, because the images are obtained from a single
consistent source, all images have a similar format and resolution.
This currently limits the accuracy of the model when being run on
outside data. However, this issue will be addressed in future work,
when using data from other sources.

Data Labelling

Each of the individual players in the collected images were
labelled according to their respective positions. The labelling pro-
cess was done using the Microsoft VOTT software [14]. There
are twelve tags in total, with seven on offense and five on de-
fense. The offensive tags consist of the Quarterback (QB), the
Running Back (RB), the Center (C), the Offensive Guard (OG),
the Offensive Tackle (OT), the Tight End (TE), and the Wide Re-
ceiver (WR). The defensive tags consist of the Defensive Tackle
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(DT), the Defensive End (DE), the Linebacker (LB), the Corner-
back (CB), and the Safety (S).

Every football play consists of twenty two players, with
eleven players on offense and eleven players on defense. In or-
der to assist in obtaining the location of all twenty two players,
even partially or completely occluded ones, we labelled the oc-
cluded players with a single bounding box no larger than 5 pixels
wide.

Detecting and Labelling Players

The program is split into two main sections, or modules. The
purpose of the first module, which uses YOLOV3, is to identify the
location of each of the visible players. The purpose of the second
module, which uses a ResNet (Residual Network) based archi-
tecture, is to label each of eight groups of players. The twelve
individual player positions are combined into eight groups, as fol-
lows:

Defensive Back (DB) - Safeties and Cornerbacks
Defensive Line (DL) - Defensive Tackles and Defensive
Ends

Linebacker (LB) - Linebackers

Offensive Line (OL) - The Center, Offensive Guards, and
Offensive Tackles

Quarterback (QB) - The Quarterback

Running Back (RB) - The Running Back

Tight End (TE) - The Tight End

¢ Wide Receiver (WR) - The Wide Receiver

Detecting Players

The first module is based heavily on the Train Your Own
YOLO Github project by AntonMu [13]. We used it as a starting
point in detecting the football player’s locations.

To obtain the needed data we used the Microsoft VOTT soft-
ware to label the individual football players [14]. In order to
obtain the highest accuracy when detecting the players, we con-
verted each of the twelve individual player position labels into a
single Player label. Doing this increased the accuracy of locat-
ing all of the players, as opposed to using all twelve tags when
training.

During the Training process, we excluded all bounding
boxes that are less than 5 pixels wide. This is done to avoid train-
ing the model on players that are partially or completely occluded.

After training, the results consist of the player’s bounding
box coordinates and confidence values. Using these results and
the ground truth data of the custom dataset, we analyzed the ac-
curacy of the YOLO network on our data.

To analyze the results for a single image, we compare the
ground truth visible players to the players detected by YOLO. We
compare the ground truth visible player with the closet bound-
ing box detected by YOLO. If the center of the two bounding
boxes are within 20 pixels of each other, it is considered a valid
player detection. If the center of the two bounding boxes is far-
ther than 20 pixels, it is not considered a detected player and is
excluded from further processing. If, after iterating through all of
the ground truth visible players, there are still YOLO detections,
these are considered incorrect detections, which represent either
duplicates or false positives.
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Visible Players (Ground Truth : Yellow Dots): 22

YOLO Detections (Green Dots): 22
Correct Detections (True Positives

Figure 2. Example of Image Analyzed by First Module

Figure 2 displays an example of a graphical representation
of the analysis for a single image. As seen in the analyzed image,
the ground truth visible players and the players detected by YOLO
are marked with a yellow and green dot, respectively. The correct
detections are marked with a light blue rectangle, the incorrect
detections are marked with an orange rectangle, and the players
that are missed are marked with a red rectangle.

Using the results of this analysis on differing amounts of
training data, we produced a PR curve. With a confidence value
of 35%, our best results consisted of a Precision of 97.65% and
a Recall of 91.81% using 400 training images. The results of the
training on differing amounts of data is shown in Figure 3.
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Figure 3. Precision-Recall Results of First Module
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Blue Rectangles): 21
Incorrect Detections (Duplicates or False Positives : Orange Rectangles): 1
Undetected Players (False Negatives

Confidence: 0.35

Red Rectangles): 1

Labelling Player Groups

To label the player groups, a ResNet50 architecture based on
work done by JK Jung is used [15]. A higher priority is placed
on correctly identifying the key skill players, which consist of
the Quarterback, the Running Back, and the Wide Receiver on
offense, as well as the Safety and the Cornerback on defense.

ResNet and Data Processing

A graphical representation of the architecture used for the
second module, which is based on a ResNet, is shown in Figures
4,5, and 6.

To train the ResNet, we formatted the data as shown in Fig-
ure 7. Twenty two data points are created from each ground truth
image collected. Cycling through each player location as a “root”
location, we determine the root player (shown in yellow), the root
player’s team (shown in green), and the root player’s opposing
team (shown in light blue). This is done by creating three chan-
nels; a root channel, a team channel, and an opposing team chan-
nel. The players on offense and defense are known because of the
ground truth labels. The corresponding player location(s) on the
root, team, and opposing team channels are marked by a circle
with a slight gradient. The gradient assists in detecting multi-
ple players whose locations are very close to each other, which
would otherwise cause one detection to block the other detection.
These three channels are then combined into a single piece of
data, which is then classified into the eight corresponding group
labels (Safety and Cornerbacks grouped as Defensive Backs, De-
fensive Tackles and Defensive Ends grouped as Defensive Line-
man, etc.).
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Figure 4. ResNet Based Architecture

the Center. This gives a clear improvement in the Offensive Line
detections. The results of the training after this processing are
shown in Figure 9.

The Precision of each of the eight groups range from 82.22%
to 99.58%, while the Recall ranges from 80.43% to 99.46%. The
key skill players - the Quarterback, the Running Back, the Wide
Receiver, and the Defensive Back - have the following Precision-
Recall values:

0 - > O Precision-Recall Results of Key Skill Players
Block Input Block Output Position Precision Recall
Quarterback 96.67% 86.14%
ComiN  ComitiN  ComviBiN Running Back 90.18% 97.12%
Wide Receiver 95.74% 95.74%
Figure 5. ResNet Based Architecture: Block 1 Defensive Back 99.58% 88.1%

Dividing the number of correctly labelled groups by the to-
tal number of groups gives the accuracy of the model (Equation
1). The following table shows the accuracy of individual groups,
based on the data from Figure 9.

Accuracy of all Players, Offensive Key Players, and Defensive

Block Input aLU Rd . Block Output Key Players
ComiBN  ComiBN  ComviBN Group Detected Total Accuracy
Groups Groups
Figure 6. ResNet Based Architecture: Block 2 Overall 1985 2199 90.27%
Offensive 482 510 94.1%
Key Players
ResNet Training Results Defensive | 474 538 88.1%
Figure 8 shows the result from the ResNet. One problem we Key Players
faced initially, as seen in Figure 8, was the misidentification of the
Quarterback and the Center. They are often in the same vicinity,
and the Quarterback occasionally occludes the Center. We solved
this problem by forcing the output to contain a single Quarterback
and a single Center. If two Quarterbacks are detected, one of # of Detected Groups
their labels is changed to become the Center, and vice versa with Accuracy = # of Total Groups M
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Figure 7. Data Produced from a Single Image

Actual Class

DB DL LB oL QB RB TE WR Total Precision
DB 474 0 2 0 0 0 0 0 476  0.9958
DL 40 371 3 0 0 0 0 0 414 0.8961
LB 24 2 183 0 0 0 0 0 209 0.8756
] oL 0 0 0 403 2 0 7 1 413 0.9758
Predicted 5p 0 0 o 9 87 3 0 0 180  0.4833
Class |gp 0 0 0 0 11 101 0 0 112 0.9018
TE 0 0 0 4 0 0 74 12 90 0.8222
WR 0 0 0 1 1 0 11 292 305 0.9574

Total 538 373 188 498 101 104 92 305 2199

Recall 0.881 0.9946 0.9734 0.8092 0.8614 0.9712 0.8043 0.9574

Figure 8. Precision-Recall Results for ResNet Training (Pre-Processing)

Actual Class
DB DL LB OL QB RB TE WR Total Precision

DB 474 0 2 0 0 0 0 0 476  0.9958
DL 40 371 3 0 0 0 0 0 414 0.8961
LB 24 2 183 0 0 0 0 0 209 0.8756

Predicted oL 0 0 0 493 2 0 7 1 503 0.9801

s QB 0 0 o o0 87 3 0 0 90 0.9667

RB 0 0 0 0 11 101 0 0 112 0.9018
TE 0 0 0 4 0 0 74 12 90 0.8222
WR 0 0 0 1 1 0 11 292 305 0.9574
Total 538 373 188 498 101 104 92 305 2199
Recall 0.881 0.9946 0.9734 0.99 0.8614 0.9712 0.8043 0.9574

Figure 9. Precision-Recall Results for ResNet Training (Post-Processing)
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Future Work

We have presented a program that detects football players
and labels them in groups according to their position on the field
immediately before a play starts, with a focus on detecting the key
skill players. This program will be foundational in future work.
Our next steps will be to 1) track the players in a video feed, and
2) extrapolate useful information from this data for game analysis.

Conclusion

With recent advancements in Artificial Intelligence, auto-
matic analysis of sports footage is rapidly becoming a popular
topic. Automatic analysis of sports video with minimal human in-
tervention is becoming possible. This automated process presents
the possibility of quick sports annotations with reduced error. The
research we’ve presented builds the foundations of further re-
search in analyzing the game of American Football. With the
results obtained from our program, we’ve shown the feasibility
of using Artificial Intelligence to locate and label players from an
overhead image of a football play before the play begins.
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