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ABSTRACT
Understanding human action from the visual data is an important computer vision application for video surveillance, sports player performance analysis, and many IoT applications. The traditional approaches for action recognition used hand-crafted visual and temporal features for classifying specific actions. In this paper, we followed the standard deep learning framework for action recognition but introduced channel and spatial attention module sequentially in the network. In a nutshell, our network consists of four main components. First, the input frames are given to a pre-trained CNN for extracting the visual features and the visual features are passed through the attention module. The transformed features maps are given to the bi-directional LSTM network that exploits the temporal dependency among the frames for the underlying action in the scene. The output of bi-direction LSTM is given to a fully connected layer with a softmax classifier that assigns the probabilities to the actions of the subject in the scene. In addition to cross-entropy loss, the marginal loss function is used that penalizes the network for the incorrect action classes and complimenting the network for the intra action variations. The network is trained and validated on a tennis dataset and in total six tennis players’ actions are focused. The network is evaluated on standard performance metrics (precision, recall) promising results are achieved.

Index Terms— Channel attention, Spatial attention, Bidirectional LSTM, Marginal loss.

1. INTRODUCTION

With the phenomenal development in computing technology, smartphones and other portable electronic devices are ubiquitous. This resulted in the generation of an astounding amount of visual data. According to a recent survey [1], 300 hours of videos are uploaded to youtube every single day. With more than 30 million visitors a day, around 5 billion videos are watched around the globe on youtube alone. Based on these statistics, automatic video labeling with the corresponding human actions brings in several online and offline applications. In the online setting, it helps in video retrieval for specific sports action like goals in soccer matches, kick service in tennis, etc. [2, 3], dance moves in the figure skating [4, 5], surveillance of public places [6, 7], and providing assistance to the elderly in smart homes [8, 9]. In a nutshell, human action recognition enables computers to infer human actions in a given video. In the last few decades, substantial progress has been made in the low-level vision tasks like image classification [10, 11], object detection [12, 13], segmentation [14, 15], tracking [16, 17], anomaly detection [18, 19], etc. However, high-level tasks like group behavior inference [20–22], cybersecurity [23, 24], individual action recognition [25–27], and pose estimation [28, 29] are still deemed as unsolved problems and there is room for improvement. In this context, researchers tackled the action recognition tasks in different ways. For example, Schindler et al. [30] researched the number of frames for the visual recognition of human actions. It is argued that short sequences of only 1-10 frames are enough to predict the underlying action with 90% accuracy. They used intuitive geometrical shape features for the optimal action prediction. Xia et al. [31] approximated the 3D skeleton joints locations from the data obtained through the Microsoft Kinect sensor in the spherical coordinate system. The 3D skeleton joints are used as the compact representation of the postures and the clustering mechanism is used to approximate the posture of humans in the pre-defined K postures. Yeffet et al. [32] used the local binary pattern for the appearance model and a linear classification for the prediction. The entire video is segmented into k slice and an accumulated histogram is computed. The histogram is used as the descriptor and the algorithm is trained and validated in similar settings. Other than visual data, different sensory data is also exploited for action recognition. For example, Ullah et al. [33] proposed a stacked LSTM network for action recognition and used 1D data obtained from the accelerometer and gyroscope of a smartphone. Similarly, Mimouna et al. [34] applied an entropy-based signal selection mechanism on the triaxial accelerometer data and trained a support vector machine for recognizing different human actions.

With the availability of large scale data, deep learning-based approaches have sustained improvement in almost all
Fig. 1: The input frames are given to DenseNet that output feature maps. The feature maps are passed through the channel and spatial attention module for refinement. The refine feature maps are inserted to the bidirectional LSTM network and consequently, a fully connected layer with softmax classifier output the action probabilities of the sports player.

The rest of the paper is organized in the following order. In section 2, the proposed method is briefly explained. The visual features are elaborated in section 3. The channel and spatial attention mechanisms are discussed in section 4. The overall cost function and hyperparameters are discussed in section 5. A brief description of the dataset and the experiments are discussed in section 6 and section 7 concludes the paper with final remarks and the future directions.

2. PROPOSED METHOD

The block diagram of the proposed method is given in Figure 1. In a nutshell, the method is based on the classical deep architecture of the action recognition framework. The novel attributes of the method come from the use of the channel and spatial attention. The channel attention essentially helps the network in finding the most meaningful information in the input frame. Similarly, spatial attention enables the network to localize the most important information. Such a mechanism not only improves the performance of the network but also help the network in processing the frames more efficiently. Once the feature maps generated by DenseNet is refined by the attention module, a bidirectional LSTM followed by the fully connected layer is used to classify the actions of the sport played in the input video clip. In the following section, each module of the method is explained.
3. DEEP FEATURES

To extract the visual features from the input frames, we used a pre-trained Densenet [38] and fine-tuned its parameter with the Tennish dataset. DenseNet is a special type of a CNN wherein the hierarchical structure, each layer gets inputs from all the preceding layers and in a similar fashion, forward it’s own feature maps to all the subsequent layers. At each layer, feature map concatenation is used. One of the novel aspects of densenet is the layers concatenation at each layer which helps the network to be thinner and compact with comparable or even better performance. In our experiment, we used the densenet121. Technically, we are only interested to extract the deep features from each input frame. Therefore, the fully connected layer of the network is truncated and only the feature extraction module is kept for obtaining the visual description of each input frame. As the deeper layer of the network learns only the class-specific features Fig. 2, we consider features maps $F \in \mathbb{R}^{C \times H \times W}$ from the mid-layers of the network. In the succeeding step of the network, the extracted feature maps are processed by the channel and spatial module as given in section 4.

![Fig. 2: Visualization of different layers of the CNN](image)

4. ATTENTION MODULE

Different strategies have been explored for improving the performance of deep neural networks ranging from increasing the depth [39, 40], and width [41, 42] of the network to improving the cardinality of the network [43, 44]. Currently, the researcher has focused on incorporating attention mechanisms in the networks. In a nutshell, the attention mechanism is inspired by the human visual system. In this work, we followed a similar approach and used Convolutional Block Attention Module (CBAM) [45] for fusing the cross-channel and spatial information in a given frame. The details of CBAM is beyond the scope of this paper but can be read in [45].

5. BI-DIRECTIONAL LSTM

Recurrent neural networks generalize the feedforward neural network with a forward and a feedback connection. Long Short Term Memory (LSTM) is one of the implementations of the recurrent network and Bidirectional LSTM is an extended form of LSTM that help improve the model capacity and performance through a forward and backward propagation of information. Bidirectional LSTM is used for problems where all the information (future and past) about the video is available. Technically, the bidirectional LSTM network train two LSTMs on the input sequence of frames. The first from time $t_1$ to $t_n$ while $t_1$ is the first frame and $t_n$ is the last frame of the video clip. Similarly, the second LSTM takes the last frame as the input i.e. starting from $t_n$ until $t_1$. Hence, the second LSTM gets the reverse copy of the same input video clip. Such a setting provides complete contextual information to the network and results in better performance than using only one LSTM. The output generated by the bi-direction is given to a fully connected layer that is followed by a six-way softmax classifier that assigns the probability score to each of the tennis action class.

6. EXPERIMENT

To evaluate the proposed method, we used a publicly available Tennis dataset [46]. The dataset consists of different imaging modalities like RGB, Depth, silhouette, 2D and, 3D skeleton video and keypoints of the skeleton joints. In our works, we used only the RGB data. In total, the dataset contains videos from 12 different tennis actions (Backhand, Backhand, Backhand volley, Backhand to hands, Flat service, Forehand flat, Forehand open stands, Forehand slice, forearm volley, kick service, slice service, smash). By large, there is considerable variation in the appearance of the player and the background. In our analysis, we used only 6 actions for training and testing. The videos are collected from 31 amateurs and 24 experienced players. For consistency, each action is performed several times which resulted in 8734 videos. Roughly, around 4 hours of videos are used for training and testing of the proposed network. The network is evaluated on standard performance metrics like the precision and recall and results are reported in table 1.

7. CONCLUSIONS

A deep learning framework for action recognition is introduced that exploits the channel and spatial attention module sequentially in the end-to-end network. The network consists of four main components. First, the input frames are given to a pre-trained CNN for extracting the visual features and the extracted features are refined through the attention mechanism. The refined feature maps are processed by the bi-directional LSTM network that exploits the temporal dependency among the frames for the underlying action in the scene. The bi-direction LSTM is succeeded by a fully connected layer with a softmax classifier that assigns the probabilities to the actions of the subject in the scene. In addition to cross-entropy loss, a marginal loss function is exploited that penalizes the network for the interaction class and complementing the network for the intra action variations. The net-
Predicted Action

<table>
<thead>
<tr>
<th>Actual Action</th>
<th>Forehand Volley</th>
<th>Backhand</th>
<th>Backhand Slice</th>
<th>Slice Service</th>
<th>Smash</th>
<th>Flat Service</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forehand Volley</td>
<td>40</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>70.17%</td>
</tr>
<tr>
<td>Backhand</td>
<td>3</td>
<td>38</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>88.37%</td>
</tr>
<tr>
<td>Backhand Slice</td>
<td>5</td>
<td>3</td>
<td>45</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>84.90%</td>
</tr>
<tr>
<td>Slice Service</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>44</td>
<td>2</td>
<td>1</td>
<td>89.79%</td>
</tr>
<tr>
<td>Smash</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>37</td>
<td>0</td>
<td>92.50%</td>
</tr>
<tr>
<td>Flat Service</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>42</td>
<td></td>
<td>97.67%</td>
</tr>
</tbody>
</table>

Table 1: Confusion Matrix of the test data. The off-diagonal elements correspond to the True positive. Other values in the column corresponds to the false positive while value along the row corresponds to the false negative.

work is trained and validated on the tennis dataset and in total six tennis actions are focused. The network is evaluated on standard performance metrics (precision, recall). The quantitative results show promising results on the validation test. In the future, we are aiming to incorporate temporal attention mechanisms and also exploit motion information through the dense optimal flow. Additionally, instead of using single LSTM cells, stacked LSTM will be explored for the forward and backward propagation.
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