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Abstract
In this paper we propose a solution for view synthesis of

scenes presenting highly non-Lambertian objects. While Image-
Based Rendering methods can easily render diffuse materials
given only their depth, non-Lambertian objects present non-linear
displacements of their features, characterized by curved lines in
epipolar plane images. Hence, we propose to replace the depth
maps used for rendering new viewpoints by a more complex “non-
Lambertian map” describing the light field’s behavior. In a 4D
light field, diffuse features are linearly displaced following their
disparity, but non-Lambertian feature can follow any trajectory
and need to be approximated by non-Lambertian maps. We com-
pute those maps from nine input images using Bezier or polyno-
mial interpolation. After the map computation, a classical Image-
Based Rendering method is applied to warp the input images to
novel viewpoints.

Introduction
Light field [13] reconstruction has made important advances

during recent years. Progress in virtual reality and holography
made the demand for dense navigable content increase, leading to
the development of light field cameras (eg. Lytro, Raytrix [26])
and novel view synthesis algorithms [35, 4, 19, 20]. The dense
light rays constituting a light field can be either acquired, at the
cost of a expensive camera system and terabytes of data [25], or
estimated using interpolation algorithms, which may fail to re-
cover the correct ray color and thus to precisely render the images.

Generally, view synthesis methods are based on a first step
of geometry retrieval, either explicitly (mesh, voxels [20] or depth
maps [10]) or implicitly (disparity, shearlet [34], MultiPlane Im-
ages (MPIs) [29, 19]), before rendering new viewpoints from the
understood information. Many solutions have been proposed to
overcome limitations such as occluded objects in the input im-
ages set, color mismatch, inconsistencies in calibration or in the
retrieved geometries [18, 7, 14]. A common failure point in reach-
ing realistic results lies in the Lambertian assumption in the distri-
bution of light. Indeed, methods such as Structure-from-Motion
(SfM) rely on this assumption to triangulate points in 3D, while
stereo matching methods, for efficiency reasons, search matches
on the epipolar lines.

However, the appearance of non-Lambertian objects changes
non-linearly in function of their environment, surface geome-
try and, in the case of transparent objects, indices of refraction.
Hence, a feature matched on a non-Lambertian surface between
two cameras generally does not correspond to the surface depth
nor to an epipolar line [24, 32], making a failure case for the so-
lutions with a Lambertian assumption.

In this paper, we propose an Image-Based Rendering (IBR)
method adapted to non-Lambertian objects. Our method replaces

the depth map by a more complete representation, describing the
feature displacements across the cameras, which are non-linear
and not constrained to the epipolar-lines. Then, new viewpoints
are synthesized from the input images with our enhanced depth
image-based renderer adapted to this new kind of map. Our
method shows promising results.

Related work
Retrieving any viewpoint of a scene from a few sample im-

ages is a challenging task, even for Lambertian objects. Indeed,
the geometry of the scene and camera parameters have to be ac-
curately established prior to any rendering. A first approach,
SfM [3, 21, 2, 28], detects matches between multiple viewpoints,
before triangulating them to a point cloud. However, photogram-
metric point clouds and meshes difficultly render realistic im-
ages. IBR techniques overcome this problem by warping the im-
age pixels to the new images in screen space. An specific IBR
technique, Depth Image-Based Rendering (DIBR) [10, 8, 33, 4],
warps the input images depending on the motion parallax which
is inversely proportional to the depth of the scene. The Immersive
sub-community of the Moving Picture Experts Group (MPEG-I,
developing standards for immersive video compression) divides
DIBR in two steps after the cameras calibration: 1) depth estima-
tion and 2) rendering. MPEG-I provides two reference software
for those steps [12, 27]. For natural scenes, the depth map can
be acquired with a depth sensing device [40] or by computing the
disparity between the input viewpoints [27]. Once the depth map
is estimated for each input image, the color pixels of each view
are displaced,using this depth map, to the location of the target
view [30, 12].

However, both SfM and depth estimation rely on the Lam-
bertian assumption of the scene. If small specular reflections may
remain unnoticed even if decreasing the photo-realism, recon-
struction of fully refractive or reflective objects fails. Some recent
advances in those techniques are more robust to this problem by
taking into account the viewing direction [19, 20] or the dispar-
ity of non-Lambertian features [23, 22]. Other techniques focus
specifically on transparent and refractive objects. They describe
the properties of non-Lambertian objects in the scope of 3D shape
retrieval [24, 32, 5], leading to the adaptation of the SfM pipeline
to non-Lambertian objects [11, 1, 38]. Most of those methods use
prior knowledge of the scene (illumination, background, geome-
try, etc.). Without this information, the reconstruction of a scene
involving non-Lambertian objects becomes more complex, but
rendering (without geometry retrieval) is nonetheless achievable.
The challenging step, before reconstruction and rendering, is the
segmentation of the non-Lambertian features: they can be de-
tected using Epipolar Plane Images (EPI) whenever they present
a non-linearity [6, 39, 31]. Segmenting non-Lambertian objects
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Figure 1. The three steps of our pipeline with the camera configuration

in the array of cameras. 1) Non-Lambertian objects detection is based on

Equations 2 and 3. 2) Non-Lambertian maps are computed following Equa-

tions 5 and 7. 3) Rendering method is based on the adapted view synthesis

pipeline of the rendering method RVS [4].

Figure 2. Non-Lambertian features can be detected in EPIs as they present

non-linearities. Left: image of the light field [36], right: EPI at three different

rows. In plain blue: non-Lambertian features (crystal ball) and in dotted red:

diffuse features (cards).

allows to separate the scene into diffuse and specular layers, mak-
ing it possible to enhance DIBR with a ray-tracing pass [15, 16].
Similarly, as non-Lambertian objects present superimposed fea-
tures [24, 37], another segmentation, by perceived disparities, is
suited for this problem. In this scope, MPI approaches [41, 19]
naturally divide the input images in several depth layers, which
are recombined during the rendering pass using an alpha blending,
leading to the correct aspect of some non-Lambertian objects.

Methodology
In this section, we describe our proposed method along with

the equations motivating it. Our technique is divided in three
steps, displayed in Figure 1: 1) Non-Lambertian objects detec-
tion, 2) Non-Lambertian map computation and 3) Rendering.

Detection of non-Lambertian objects
We define a feature as a distinctive element that can be vi-

sually matched across the images instead of a physical point on
the 3D surface of the object. In the diffuse case, both defini-
tions would correspond but for the non-Lambertian case, a non-
Lambertian feature is displaced along the surface of the object,
whose appearance varies as a function of the viewer position.

Non-Lambertian objects can be detected in a set of images
as they present a non-linear displacement of their features. For

(a) (b)

(c) (d)

Figure 3. A non-Lambertian object can be detected thanks to its irregu-

lar displacement. (a) Non-Lambertian object of the light field [9]. (b) Partial

derivatives, ∂u
∂x and ∂v

∂x (top) are computed between the image and a horizon-

tally shifted camera, ∂u
∂y and ∂v

∂y (bottom) are computed between the image

and a vertically shifted camera. (c) Non-Lambertian object segmentation ob-

tained using Equation 3: ∂v
∂x 6= 0. (d) Non-Lambertian object segmentation

using the constraints on the four partial derivatives.

example, in EPIs, diffuse objects are associated to straight lines
(in dotted red on Figure 2), whereas other materials show curved
trajectories of their features [6, 39, 31] (in plain blue on Figure 2).

However, while several images would be needed to distin-
guish a straight line from a curved one, non-lambertian features
can be detected with a restricted number of images. For diffuse
objects, the displacement D of a feature is inversely proportional
to its depth d:

D =
B× f

d
, (1)

with f the focal distance of the camera and B the distance (base-
line) between two cameras. This equation suits for horizontal and
vertical displacements of a camera. Hence, we obtain the two
following sets of equations:

∂u
∂x

=
∂v
∂y

=
f
d
, (2)

∂u
∂y

=
∂v
∂x

= 0, (3)

with (u,v) the pixel displacement and (x,y) the camera displace-
ment. Equation 2 links disparity to depth, while Equation 3 asserts
that a diffuse pixel moves horizontally (resp. vertically) between
two horizontal (resp. vertical) cameras: it remains on the epipolar
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line. We observe that the set of coordinates (u,v,x,y) of a diffuse
feature describes a plane in the 4D light field.

For non-Lambertian features, those equations generally do
not address, all depending on additional parameters (position of
the refracted or reflected object, shape of the non-Lambertian ob-
ject, index of refraction). Finding the features contradicting the
Equations 2 and 3 allows to segment diffuse and non-Lambertian
objects (see Figure 3). Thus, with a pair of images, features which
are not matched on the proper epipolar line can be detected as
non-Lambertian. However, computing the four derivatives adds
more reliability to this segmentation. In this paper, we use a group
of three close-by cameras: one reference, one displaced horizon-
tally and one displaced vertically (see Figure 1), to estimate the
four partial derivatives of Equations 2 and 3.

Non-Lambertian map computation
The partial derivatives defined in the previous section only

describe the light field locally, as they correspond to the tangen-
tial plane of the variety defined by the set of (u,v,x,y) of a feature
in the 4D light field. However, such a linear description is not suf-
ficient, as the non-Lambertian features follow curved paths, with
non-constant derivatives across the cameras’ views. To recover
the light field on a larger distance, we propose to describe the
displacement of the non-Lambertian features with more complex
parameters, derived from matches between distant images.

Our main contributions are two interpolation methods to re-
cover a viewpoint in a 2D array of cameras: 1) Bezier triangles in
the 4D light field and 2) Polynomial interpolation of pixels posi-
tion as a function of the camera pose.

Bezier triangles in the 4D light field
For every pixel (u,v)0 in an image at the camera position

(x,y)0, we want to recover its possible positions (u,v,x,y) in the
4D light field, given the partial derivatives

M0 =

(
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

)
0

(4)

and the values of the corresponding points P1 = (u,v,x,y)1 and
P2 = (u,v,x,y)2 in two distant images, with their partial deriva-
tives M1 and M2 (see Figure 1). Those points and derivatives al-
low to compute a Bezier triangle of order two. Each Bezier trian-
gle approximates the variety of the positions of a non-Lambertian
feature in the 4D light field.

The Bezier triangle is defined by:

P(s, t,u) = s2P0 + t2P1 +u2P2

+2stP01 +2suP02 +2tuP12,

s+ t +u = 1,

(5)

where Pi j are the control points of the triangle, computed using
the partial derivatives. They verify

Pi j = (u,v,x,y)i +
[
Mi | I2

]
Xi

= (u,v,x,y) j +
[
M j | I2

]
X j,

(6)

with I2 the 2x2 identity matrix.
Note that, generally, only one solution exists for each Pi j as

they are the intersection of two planes in a 4D space. This makes
the solution sensitive to variations in the partial derivatives and in
the corresponding points locations.

Polynomial interpolation
The other interpolation method that we propose consists in

describing the pixel position as a polynomial function of the cam-
era position:

(u,v) = a30x3 +a21x2y+a12xy2 +a03y3

+a20x2 +a11xy+a02y2

+a10x+a01y

+a00

(7)

The 2D coefficients ai j are found as the solution of a lin-
ear system defined by the known (u,v)i associated to input cam-
eras poses (x,y)i. In practice, we use the same 9 cameras (three
groups of three close cameras) that the ones used to compute
derivatives and Bezier triangles. This configuration leads to an
under-determined system, hence solved by a singular value de-
composition.

Rendering
In order to render a scene, we use the pipeline of the Ref-

erence View Synthesis (RVS) software [4, 8], replacing the depth
map by our enhanced map containing alternatively the coefficients
of the Bezier triangle or of the polynomial. A demo of the diffuse
version of RVS can be found at https://lisaserver.ulb.ac.
be/rvs.

In a first pass, RVS warps the input views to their new po-
sition following the corresponding map (Equation 1 for depth
maps, derivatives for linear maps and Equations 5 and 7 for non-
Lambertian maps). In RVS, adjacent pixels are grouped into tri-
angles before being projected into space. Those triangles are then
rasterized exploiting the OpenGL pipeline. This method over-
comes the hole formation due to the dilation of the pixels (zoom,
camera movement toward the scene, rendering of tangential sur-
faces, etc.). The triangles that are too elongated are detected as
disocclusions and discarded. During the second pass, RVS blends
the warped input images together to obtain the final image. The
blending prioritizes foreground objects and small triangles to give
priority to the views with dense information at each image patch.
However, in this paper, we only warp one input view, therefore,
the blending step is not needed.

In our Bezier triangles solution, Equation 5 does not directly
depend on the target camera position, and hence requires an ad-
ditional system resolution. We currently use an iterative steps
approximation, which slows down the rendering step to several
seconds instead of real-time rendering achieved in RVS.

The polynomial approximation as described by Equation 7
can be applied directly to the camera position, keeping the ren-
dering real-time, but it results in only one possible pixel position
whereas non-Lambertian features can duplicate, for example if
the surface curvature changes.

Results and discussion
We apply our method on two datasets shown in Figure 4: 1)

A natural dataset centered on a transparent refractive crystal ball
tarot and crystal ball (with large angular extend) [36], and 2) an
in-house synthetic dataset explicitly designed to test our methods,
centered on a transparent refractive torus [9].

We compare the results obtained using depth maps, lin-
ear maps, Bezier maps and polynomial maps. The depth maps
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(a) (b)

(c) (d)

Figure 4. Test datasets. Top: Tarot and crystal ball. Bottom: in-house

synthetic dataset. (a),(c) Input images for RVS warping. (b),(d) Target image.

have been computed by stereo matching between the input im-
age and an adjacent image with a disparity of approximately 10
pixels in 1000× 1000 resolution. Linear maps (similarly to Ni-
eto et al. [23]) are also computed using stereo matching, but they
encode the derivative for horizontal and vertical camera displace-
ments. Thus, they are based on the retrieved correspondences be-
tween three images (reference, horizontal and vertical displace-
ment). Bezier and Polynomial maps are computed from three dis-
tant cameras with their corresponding linear maps (eg: using nine
cameras in total). In this paper, in order to prove the efficiency
of our rendering algorithm on correct maps, we have used corre-
spondences computed using additional intermediary views. Once
the maps are computed, only one input image is warped to the
target position in order to evaluate the pixel displacement more
precisely (if more input views are warped and blended, a ghosting
effect can appear, blurring the rendered image).

Results from the natural dataset are given in Figure 5 and
from the synthetic dataset in Figure 6. Both scenes present a
non-Lambertian object with identifiable features which are non-
linearly displaced with the camera movement (see Figure 4 to
compare input and target images). Classical DIBR fails to re-
produce this displacement as it renders only straight lines in EPI.
In the linear method, the derivatives give slightly lower errors.
Our proposed method with polynomial maps presents the lowest
error and the most correct EPI. Output from Bezier interpolation
are generally noisier possibly due to the iterative approximation
solution of Equation 5.

Currently, our method presents the following drawbacks and
limitations. First of all, storing our maps is more expensive than
using a single channel depth map or a four channels derivative, as
they encode the coefficients of the Bezier triangles or of the poly-
nomials associated to each pixel. However, all those coefficients

are necessary to capture the complexity of non-Lambertian ob-
jects and render them from one image and its corresponding map.
Those coefficients could be correlated between adjacent pixels,
or partitioned into a lookup table mitigating this issue. Another
limitation is the difficulty to find correspondences between dis-
tant images. Since matching algorithms searching for correspon-
dences on epipolar lines fail, the distortion of the non-Lambertian
features is generally too high for descriptors such as SIFT [17]
to handle. This point is however crucial as the precision of our
maps relies on the accuracy of those correspondences and calls for
development of matching methods adapted to distortion in non-
Lambertian objects.

Conclusion
We have proposed a method to render non-Lambertian ob-

jects following a pipeline close to DIBR as it replaces depth maps
by non-Lambertian maps. We have compared the two proposed
non-Lambertian maps to rendering with depth maps or linear
derivatives, and reached high quality results. Our results show a
promising advance in rendering non-Lambertian objects. Future
work will include a matching algorithm for distant features.
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Figure 5. View synthesis results for the natural dataset. The first column is ground truth and EPI from the dataset, the others are the output from our view

synthesis software using different maps: depth map (computed from the retrieved disparity of the scene), linear map (following the derivatives at the location of

the input image), Bezier map (Equation 5), Polynomial map (Equation 7). First row: synthesized views, second row: retrieved EPI, last row: error maps. The

input image is displayed in Figure 4(a).

Figure 6. View synthesis results for the synthetic dataset. The first column is ground truth and EPI from the dataset, the others are the output from our view

synthesis software using different maps: depth map (computed from the retrieved disparity of the scene), linear map (following the derivatives at the location of

the input image), Bezier map (Equation 5), Polynomial map (Equation 7). First row: synthesized views, second row: retrieved EPI, last row: error maps. The

input image is displayed in Figure 4(c).
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