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Abstract
In this paper, a low cost, single camera, double mirror sys-

tem that can be built in a desktop nail printer will be described.
The usage of this system is to capture an image of a fingernail and
to generate the 3D shape of the nail. The nail’s depth map will
be estimated from this rendered 3D nail shape. The paper will
describe the camera calibration process and explain the calibra-
tion theory for this proposed system. Then a 3D reconstruction
method will be introduced, as well. Experimental results will be
shown in the paper, which illustrate the accuracy of the system to
handle the rendering task.

1. Introduction
With the development of inkjet printing technology, inkjet

printers have been widely used in the office and in the household.
At the same time, three-dimensional measurement is a popular
research topic in computer vision [1][2]. We want to combine
inkjet printing technology with a 3D measurement method to pro-
duce a small, desktop size printer, which can be used to measure
the depth map of the fingernail, and print any desired pattern on
it. The reason why we want to do the 3D measurement is that
without considering the depth map, the curved surface of the fin-
gernail will cause image deformation during the printing process.
In order to solve this problem, last year, we proposed to use struc-
tured light [3][4] to estimate the depth map of a fingernail, with
a single-camera, single-projector system [5]. This year, we pro-
pose a simpler system that contains a single camera, and double
mirror. The calibration process can be simplified compared to the
structured light system; and the reconstruction accuracy will be
evaluated as well.

This article will have the following structure. First, Sec. 2
will give an overview for the nail printer product, and introduce
the system layout. Sec. 3 will include the camera calibration
method and the calibrated result with the proposed system. In
Sec. 4, two different reconstruction methods that can be used to
reconstruct the 3D map of the fingernail will be introduced, and
the reconstruction result will be shown in this section, as well.
Last but not least, the conclusion will be stated in Sec. 5

2. Overview
The product we are trying to build is a small size portable

printer. The nail printer has the size of 210mm × 210mm ×
210mm, which is a cube and has a screen built on top of it, which
can be used as the interface for the customer to choose the desired
pattern and see the position of their nail inside the printer. Fig. 1

shows an image of the nail printer.
The printer in Fig. 1 does not have mirrors built inside. In or-

der to verify that our strategy would work for solving the problem,
a single camera, double mirror system is built outside the printer.
As shown in Fig. 2, the pink round shaped mirrors are used, and
the two mirrors are standing on the same platform, which is high-
lighted in the Fig. 2. The second essential tool is an uncalibrated
camera. In this experiment, we are using the same camera as we
have used in the structured light system [5], which is a Logitech
C920S Webcam, shown in Fig. 3 [6]. The camera’s resolution is
960×720. That is sufficient to capture an image with the desired
quality; and the camera’s parameters (focal length, white balance,
etc) can be manually adjusted, accordingly. A sample image with
a fingernail in the proposed experimental setup is shown in Fig. 4.
We can see from the figure that the nail must be standing between
the two mirrors on the same platform so that both mirrors will be
reflecting the image of the fingernail.

210 mm

210 mm

210 mm

Figure 1: Nail printer overview.

(a) Front view (b) Top view
Platform

Figure 2: Double mirrors standing on a platform.
When taking an image using the proposed experimental

setup, there are several requirements that must be met: The first
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Figure 3: Logitech C920S Webcam.

one is from the camera point of view. The camera’s focal length f
and principal point p0, should stay the same in each image. Two
images will be taken using the same focal length f and the same
principal point p0. The only difference between the two images
is the camera’s physical position. In other words, only the cam-
era’s external parameters will be changed between the two shots.
Another requirement is that the angle and the physical position
of the two mirrors cannot be changed between taking the two im-
ages. Also, the object’s position cannot be changed, as well.

In the camera image plane, we have to make sure that 5 views
of the object should be visible in each camera image plane. These
are: a view directly on the object, OR; two direct reflections from
the two mirrors: Ov1 and Ov2; two reflection of reflections: Ov12
and Ov21. Suppose the left mirror is mirror 1 and the right mirror
is mirror 2. The view Ov1 is the reflection of the real object OR in
mirror 1, and Ov2 is the real object’s reflection in mirror 2. Then,
the reflection of Ov1 in mirror 2 is called Ov12, and the reflection
of Ov2 in mirror 1 is Ov21. A sample image with the five views
can be seen in Fig. 5. We need to pay attention that the orders of
the 5 views will always stay the same in each image. This is very
critical in the further calculations.

(a) Front view (b) Top view

Figure 4: Double mirror system with the nail standing in the
middle.

Mirror 1 Mirror 2
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Figure 5: Experimental setup with 5 views.

Another thing to which we need to pay attention is that, in
each captured image, all 5 views of the object must be fully vis-
ible. Partially visible views will not be accepted; and will cause

some reconstruction errors in the final results. For example, Fig.
6 is a bad example of the 5 views, where the nail is partially invis-
ible in view Ov2. Fig. 7 is a good example of the 5 views in the
camera image plane, from two different angles.

Nail mask can not
be completely viewed

Figure 6: A bad example of the 5 views.

Figure 7: A good example of the 5 views in the camera image
plane taken from two different angles.

3. Camera Calibration
We have introduced how to set up the experiment environ-

ment with a single camera, double mirror system in the previous
section. Now we are going to introduce how to calibrate the cam-
era under the given experimental setup. All the calculations and
geometries are based on the pin-hole camera model [7]. The cam-
era system can be regarded as a 3D coordinates system, and the
camera center is located at the origin, as shown in Fig. 8. Also, the
camera image plane is always perpendicular to one of the axes, the
z axis. The intersection between the z axis and the camera image
plane is the principal point (p0). The distance from the camera
center to the principal point is the focal length ( f ) of our camera.

!
focal length

!!

Camera 
image plane

Principal pointCamera center

Figure 8: Illustration of basic camera model.

3.1 Epipolar Geometry
An epipolar geometry has been commonly used to describe

the cameras intrinsic to the computer vision area when we have
a pair of cameras. The basic epipolar geometry is shown in Fig.
9. Here, ~C and ~C′ are the two camera centers, ~X is a point in the
world coordinate system, its reflections on the two camera image
planes are ~x and ~x′, respectively. And the epipoles ~e and ~e′ are
the intersection points between the two camera image planes and
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the line connecting the two camera centers. From Fig. 9, we
can see that any pixel~x in the left camera image plane must have
a corresponding pixel ~x′ in the right camera image plane. And
the image ~x′ of any world point ~X must lie on the right epipolar
line l′. Because of the definition of the epipolar line, all epipolar
lines must pass through right epipole ~e′, and the position of the
epipolar line l′ must depend on the position of~x in the left camera
image plane. So, the position of epipole ~e is a critical parameter
to determine the camera’s position and direction.
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Figure 9: Epipolar geometry.

Now, let us consider a situation where we only have one cam-
era, but there is a mirror stand in front of the camera, as shown
in Fig. 10. The camera center is C, and there are two points in
the 3D world coordinate system, point A and point B. If we con-
nect point A and the camera center C, the intersection between
that line and the camera center plane will be a 2D point a. And
we will have point b in the camera image plane in the same way.
Because of the mirror, the reflections of point A and point B in
the mirror will be point A′ and point B′, respectively. These two
points will also have their projections on the camera image plane
as a′ and b′, respectively. For the camera center C, there will also
be a reflection on the other side of the mirror, we call this the vir-
tual camera center C′. The intersection between the line CC′ and
the camera image plane is the epipole~e. And the line aa′ and the
line bb′ on the camera image plane will also intersect at point ~e,
as well. So, any pair of lines on the camera image plane must pass
through point~e. And point~e can be used to represent the mirror’s
normal direction, because the line CC′ must be perpendicular to
the mirror plane.

Mirror

! camera image plane
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Figure 10: Single camera, single mirror scheme illustration.

In Fig. 11, we present an example image in the single cam-
era and single mirror scheme. The nail in the bottom part of the
image is the real object. The other one is its reflection in the mir-
ror. Suppose point a, a′ and point b, b′ are the two corresponding
points between the real object and its reflection. The intersection
between aa′ and bb′ must be the epipole point~e that we are look-
ing for.

Figure 11: Sample image to illustrate the epipole point in the
single camera, single mirror scheme.

3.2 Double Mirror Scheme
Having introduced the single camera single mirror scenario,

let us switch to the system that we proposed at the beginning of
the paper: the single camera, double mirror system, where we will
have one more mirror. Because of the reflection properties of the
mirror, we will have more cameras that need to be considered in
this case: the real camera center CR, the direct reflection CV 1 of
CR in mirror 1, the direct reflection CV 2 of CR in mirror 2, the
reflection CV 12 of CV 1 in mirror 2, and the reflection CV 21 of CV 2
in mirror 1. There are two more camera centers that need to be
considered, the reflection CV 121 of CV 21 in mirror 2, and the re-
flection CV 212 of CV 12 in mirror 1. So, we will have 1 real camera
center and 6 virtual camera centers. Since finding all the camera
centers is based on the reflection of the two mirrors that stand on
a platform, the 7 camera centers must be on the same plane. We
call it the camera center plane. This geometry is first proposed by
[8], and an intuitive geometry illustration can be found in Fig. 12.

In this camera image plane, we have total of 7 camera cen-
ters, and 4 epipoles. Fig. 13 shows how the four epipoles are
found. The intersection of the two corresponding points of OR and
Ov1 will be the epipole ev1. A pair of corresponding points Ov2
and Ov21 will intersect at epipole ev1, as well. The same thing will
happen at epipole ev2. If we find a pair of corresponding points
between the object Ov21 and the object Ov1, the intersection of
the lines will be the epipole of camera CV 121. We call this epipole
point ev121. At the same time, from a pair of corresponding points
of Ov2 and Ov12, we can define the epipole ev212, which is the
epipole of the virtual camera CV 212.

After having all the camera centers and epipoles, we can cal-
culate the pricinple point p0 and the focal length f of the real
camera in the camera center plane. First, we will introduce two
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Figure 12: One real camera center CR and six virtual cameras
CV 1, CV 2, CV 12, CV 21, CV 121, and CV 212 on the camera center

plane. (Image is from [8]).
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Figure 13: Five silhouettes and four epipoles in the real camera
image plane.

dummy mirrors: dummy mirror 1 and dummy mirror 2. Fig. 14
shows the imaging geometry with two real mirrors and all 7 cam-
era centers in the camera center plane. Next, we introduce a new
mirror, dummy mirror 1, which has the same direction as the mir-
ror 1, but is positioned in the middle of the real camera center CR
and epipole eV 1. Point E is the reflection of eV 1 in the mirror 2,
and point F is the reflection of point E in the dummy mirror 1. If
we draw a line to connect point F with the camera center CR, the
line must intersect with image plane at point eV 121. This means
that CV 121, eV 121, point F , and point CR must be co-linear. The
intersection of these lines to the dummy mirror 1 is called point
G. Then, we only keep the blue lines in the Fig. 14, and introduce
another dummy mirror, which is dummy mirror 2 in Fig. 15. The
direction of dummy mirror 2 is the same as mirror 2, but is posi-
tioned in the middle of CR and eV 2. Similar to the way in which
we introduced points E, F , and G, using the dummy mirror 2, we
introduce point M, the reflection of eV 2 in dummy mirror 1, and
point N, the reflection of M in dummy mirror 2. Then, the inter-
section of line NCR and the image plane must be the epipole point
ev121, and points N, J, K, CR must be co-linear, as well. We define
a, b, and c as the distance between eV 1 and eV 212, the distance be-
tween eV 212 and eV 121, and the distance between eV 121 and eV 2,
respectively.

In Fig. 15, there are several similar triangles. Because
4eV 1eV 121G∼=4eV 2eV 121CR, we will have:

d(eV 1,G)

d(CR,eV 2)
=

(a+b)
c

(1)

image plane
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Figure 14: Imaging geometry with two real mirrors and one
dummy mirror. (Image is from [8]).
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Figure 15: Imaging geometry with two dummy mirrors. (Image
is from [8]).

And since4eV 2JeV 212 ∼=4eV 1CReV 212, we have the equation:

d(eV 2,J)
d(eV 1,CR)

=
(b+ c)

a
(2)

Next, we can observe that since 4eV 1GCR ∼=4eV 2JCR, we can
express the similar relationship as:

d(CR,eV 1)

d(CR,eV 2)
=

d(eV 1,G)

d(eV 2,J)
(3)

Combining Eqns. (1), (2), and (3), we can express d(CR,eV 1) in
terms of d(CR,eV 2) as:

d(CR,eV 1) =

√
a(a+b)√
c(b+ c)

d(CR,eV 2) (4)

Until now, all three sides in 4eV 1GCR can be expressed using
d(CR,eV 2). In that case, using the cosine rule, we can express
6 GeV 1CR using a, b, and c as:

cos(6 GeV 1CR) = cos(α +β ) =
1
2

√
c(c+b)a(a+b)
(c+b)(a+b)

(5)
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Then, we can determine the lengths of all the sides in4eV 1CReV 2,
because 6 eV 1CReV 2 = 180◦−α − β . Now, let fΠ represent the
distance from the camera center CR to the epipole line, which is
also the height in4eV 1CReV 2. We can express fΠ as:

fΠ =
1
2

√
3ac+4ab+4cb+4b2(a+b+ c)

√
ac

a2 +ab+ c2 + cb+ac
(6)

Let the point pΠ represent the point on the epipole line that is clos-
est to the camera center CR. Then, the point pΠ can be expressed
using a, b, and c as:

pΠ = eV1 +
1
2
(2a+2b+ c)a(a+b+ c)

a2 +ab+ c2 +bc+ac
eV1− eV2
|eV1− eV2|

(7)

Here eV1 and eV2 represent the 2D image coordinates of points
eV 1 and eV 2 on the camera image plane. A visualization of fΠ
and pΠ is shown in Fig. 16.
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Figure 16: Illustration of distance fΠ and point pΠ.

Recall that the principal point p0 must be on the camera im-
age plane. So the line that passes through pΠ and is perpendicular
to the epipole line must contain the point p0. In that case, if we
have two images from two different viewing angles, under the
same camera parameters, we can calculate the position p0 from
two such images. Fig. 17 and Fig. 18 illustrate how we calculate
p0 from the two viewing angles. In Fig. 17, we can determine that
point p0 must be in the direction of ~l1, which is perpendicular to
the epipole line. And in Fig. 18, p0 must also lie in the direction
of ~l2. So the intersection of line ~l1 and line ~l2 is the position of the
principal point p0.
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Figure 17: Camera image plane view 1.
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Figure 18: Camera image plane view 2, with the principal point
p0.

At this moment, we can express fΠ, CR, pΠ, and p0 in terms
of a, b, c, and eV1 and eV2. The relationship between fΠ, f , CR,
pΠ, and p0 can be viewed in Fig. 19. So we can express the focal
length of the camera f using the known parameters pΠ, p0, and
fΠ as:

f =
√

f 2
Π
−||p0−pΠ||2 (8)

Epipole line

Camera Image Plane

Camera Center Plane  !!

!!"
#"

##
"$

Figure 19: 3D visualization of the relationship between the
camera center plane and the camera image plane, and

visualization of the relationship between fΠ, f , CR, pΠ, and p0.

Then the normal directions of the two mirrors m1 and m2
can be represented as:

m1 =−
[

eV1−p0
f

]
,m2 =−

[
eV2−p0

f

]
(9)

The minus signs indicate that we want the normal directions to
point from the mirrors toward the camera center CR. Also, note
that m1 and m2 are 3D directions. Here eV1−p0 and eV2−p0
represent the 2D directions on the camera image plane, and f is
the length from the camera image plane to the camera center, and
its direction is perpendicular to the camera image plane. So com-
bining eV1−p0, eV2−p0 with f , we can express the two mirrors’
normal directions in 3D coordinates.

Then, given any point, its reflection by the mirror can be
represented as: (Suppose the mirror has unit normal direction m=[
mx my mz

]T )

R =

−m2
x +m2

y +m2
z −2mxmy −2mxmz

−2mxmy m2
x −m2

y +m2
z −2mymz

−2mxmz −2mymz m2
x +m2

y −m2
z

 (10)
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Table 1: Difference between the camera calibration results based
on the double mirror system and the checkerboard method.

p0 (pixels) f (pixels)
Double mirror method (575.96,426.69) 1017
Bouguet’s camera cal-
ibration Toolbox [9]

(568.65,430.44) 1064

Difference (1.29%,0.87%) 4.42%

3.3 Camera Calibration Result
Fig. 20 and Fig. 21 show the camera calibration result from

two different viewing angles. The image labeled (a) is the original
image in the camera image plane, and (b) is the binary image that
segments the nail from the background. And the third column (c)
shows the epipole lines in the two images, where all four epipoles
lie on the epipole line. And the last column (d) shows the direc-
tions that are perpendicular to the epipole line. The intersection
of two such lines can help us to find the position of the camera’s
principal point p0.

(a) (b) (c) (d)

!!

Epipole line for view 1

Principal point for view 1

Figure 20: Camera calibration View 1. The two red lines in (d)
indicate the directions that are perpendicular to the epipole line

in the two different views, respectively.

(a) (b) (c) (d)

!!

Epipole line for view 2
Principal point for view 2

Figure 21: Camera calibration View 2. The two red lines in (d)
indicate the directions that are perpendicular to the epipole line

in the two different views, respectively.

From our calculation, the camera’s principal point’s position
is (575.96,426.69) in the camera image plane. And the camera’s
focal length is f = 1017 pixels. In order to estimate the camera
calibration accuracy, we compare the calibration results with the
results from the checkerboard method [7][9], where about 10 im-
ages will be taken by positioning the camera in front of a checker-
board. The comparison result can be viewed in Table 1. We can
see that the difference between the principal points’ positions is
quite small, which is no more than 1.3% of the whole field of view
(960 pixels × 720 pixels). For the focal length, the difference is
about 4.4%, which is a 47 pixel difference.

One thing that needs to be noted is that we only compared
these two parameters individually. The comparisons are just a ref-
erence. They are not necessarily a criterion for a good estimation.
There is no direct relationship between a high calibration quality
and the small difference between two calibration results. A high
quality camera calibration result must provide a good mapping
between the 3D world coordinates point to the 2D camera image
coordinates point throughout the field of view.

4. 3D Reconstruction Under the Double Mir-
ror System

In this section, we will consider the following topic: Un-
der the single camera, double mirror system, how do we do the
mapping from 3D world coordinates to the 2D image coordi-
nates and also back-project the 2D image points to the world 3D
points, using the camera calibration results from Sec. 3. A num-
ber of articles have introduced methods that combine the visual
hull and the shape of the silhouettes to do the 3D reconstruction
[10][11][12][13]. We will be focusing on our specific object – a
fake nail, to discuss the problem in this section.

4.1 Visual Hull 3D Reconstruction
The visual hull is a concept of 3D reconstruction using the

Shape-From-Silhouette (SFS) technique, which is first introduced
by Baumgart [14]. The basic idea of SFS is to create a 3D repre-
sentation of the object by mapping from 2D points on the silhou-
ettes in the camera image, under several different viewpoints. Fig.
22 gives a good visualization of the visual hull principles [15]. In
Fig. 22(a), we take images from two different viewpoints, so two
silhouettes are formed on the two camera image planes. In Fig.
22(b), when connecting the camera center with the silhouette’s
edge points, a certain volume will be bounded. The bounded vol-
ume is called the visual cone. Each camera center from each view-
point will form its visual cone with a corresponding silhouette.
From the intersection of several visual cones, we can estimate the
general 3D shape of the original object. As shown in Fig. 22(c),
we can estimate the shape of the object from the intersection of
the two visual cones.

Figure 22: Visual hull illustration. (Image is from [15]).

So, the basic working process for 3D reconstruction using
the visual hull is:

1. Take several images from different viewpoints.
2. Binarize each image into an object mask to get a silhouette

of the object.
3. Combining the camera calibrated intrinsic and extrinsic pa-

rameters, back-project the silhouettes’ points to the 3D co-
ordinates.

4. Find the intersection of multiple viewing cones, the inter-
section volume will be called the visual hull (The concept
is proposed in [16], and further discussed in [17] and [18].),
and will yield the estimation of the original 3D object.
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4.2 Two Ways for the 3D Reconstruction from the
Visual Hull

There are two ways that we can reconstruct the 3D object
from the visual hull. The first is two-dimensional surface based
reconstruction. The other one is three-dimensional volume based
reconstruction. Fig. 23 shows how to do the 3D reconstruction
using two dimensional surface based method. In this figure, C1,
C2, C3, and C4 are the camera centers from different viewpoints.
S1

1, S2
1, S3

1, and S4
1 are the silhouettes corresponding to the four

camera centers, respectively. Basically, we want to find the direct
intersections of the 2D visual wedges.

Figure 23: Visual hull reconstruction method 1 – Two
dimensional surface based 3D representation.(Image is from

[15]).

Figure 24: Visual hull reconstruction method 1 – Three
dimensional surface based 3D representation.(Image is from

[15].)

There are many different ways to do the 3D reconstruction
using the three-dimensional volume based method. Several ap-
proaches have been proposed [19][20][21][22] using the volume
based 3D reconstruction. The one that is called ‘voxel based’ is
the most commonly used. Fig. 24 illustrates the ‘voxel based’
method. Basically, we divid the volume of interest into multiple
discrete voxels. For each voxel, we back-project it to the 2D cam-
era image plane. If the back-projected area lies completely out-
side the silhouette area, then we classify this voxel as an outside
voxel, which means it does not belong to the 3D object region.
The pseudo code for this method is summarized in Fig. 25 (Sup-
pose we have K silhouettes.)

Figure 25: Pseudo code for ‘voxel based’ 3D reconstruction
method.

We can observe from Fig. 23 and Fig. 24 that using the sur-
face based visual hull reconstruction method, if the object consists
of a lot of irregular surfaces and textures, like a stone, the com-
putational complexity will be extremely high and will require a
lot more views to do the reconstruction. But if the object’s sur-
face is relatively flat and there is not much texture on the object,
the surface based method can be a good choice. Buehler et al.
[23] proposed a fast algorithm for computing visual cone inter-
sections for a 3D polyhedral object, which will be helpful in our
scenario, because the nail can be regarded as the intersection of
several polyhedral shapes and does not have irregular textures on
top of it. For the volume based 3D reconstruction method, the pro-
cessing efficiency is much higher and it has a better representation
for the objects with irregular, textured surfaces, like stones. But
the drawback is also very obvious: The volume of the reconstruc-
tion result will be significantly bigger than the true volume. It can
be seen in Fig. 24 that the shaded color yellow is the three dimen-
sional reconstruction result and the bounded dark green is the two
dimensional reconstruction result, the volume of yellow is always
bigger than the volume of green. V H(yellow)⊇V H(green). Af-
ter all these discussions, considering the smooth surface of the
fingernail and the computational efficiency using the method in
[23], we will use a two dimensional surface based representation
to reconstruct the nail’s shape in the following experiment.

Figure 26: Illustration of the points used to reconstruct the nail
surface. Red points: edge points. Blue points: points that are on

the mask’s convex hull.

4.3 Nail Reconstruction Result
Because we want to approximate general 3D objects by poly-

hedral shapes when intersecting visual cones [23], the edge points
in each silhouette will be critical in the calculation. In order to de-
crease the computational complexity, the points that lie inside the
silhouette will not be calculated in this case. Fig. 26 shows a
sample silhouette image from one viewpoint in the double mir-
ror single camera system. If we only look at the silhouette that
is bounded by the red box, the red points are the edge points of
this silhouette. But in order to increase the computational effi-
ciency and because of the idea of polyhedral intersection, among
these edge points, we can only keep the points that belong to the
convex hull of the mask to do the reconstruction. The rightmost
image in Fig. 26 shows the points on the edge that belong to the
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convex hull. These points are highlighted with blue crosses.
If we take a closer look at part of the image in one silhouette,

as shown in Fig. 27, only a small fraction of the edge points are
used to back project from the camera image plane to the visual
hull. That will increase the efficiency and decrease the computa-
tional complexity dramatically.

Figure 27: Call-out to illustrate the difference between the edge
points and the convex hull points in one silhouette.

Based on the information above, two sets of experiments are
conducted to reconstruct the nails’ shape from the silhouette im-
ages.

Comparing Relative Depth
The goal of this experiment is to determine whether the re-

constructed ratio (width/depth, length/depth) is correct or not. We
are using four different nail sizes to do the experiment as shown
in Fig. 28. The length (x), width (y), and height (z) for each
nail is measured using a digital caliper as shown in Fig. 29. We
compare the ratio of x/z and y/z between the ground truth and
the reconstruction results to estimate the reconstruction accuracy
of our system. (Note that the depth is the maximum height of
the nail). The experimental results are listed in Fig. 30. The

Fig 1. Four different fake nails

1 2 3 4

Figure 28: Four different nail sizes.

columns with red bounding boxes are the ground truth, double
mirror results and the accuracy of the ratio of length/depth (x/z).
We can see that the accuracy is above 93% for all four nails. The
columns with blue bounding boxes are the ground truth, double

Figure 29: Digital caliper.

mirror results and the accuracy of the ratio of width/depth (y/z).
The accuracy is above 92% for all four nails. In this case, we
can come to the conclusion that based on the relative depth, the
reconstruction accuracy is above 92%.

x len
(mm)

y len
(mm)

z len
(mm)

!/#
(gt)

$/#
(gt)

!/#
(double mirror)

y/#
(double mirror)

Accuracy
(!/#)

Accuracy
(%/#)

Nail 1 22.33 10.93 5.23 4.27 2.09 4.20 2.01 98% 96%

Nail 2 21.30 9.90 3.96 5.38 2.50 5.15 2.30 96% 92%

Nail 3 24.65 12.93 5.72 4.31 2.26 4.00 2.18 93% 96%

Nail 4 17.20 7.44 3.32 5.18 2.24 5.09 2.31 98% 97%

Figure 30: Relative nail dimensions comparison results.

Reference Height
The goal of this experiment is to measure the absolute height

of the nails, with the knowledge of a known reference height. We
will also need four nails, but one nail’s maximum height is known
in advance. Fig. 31 shows the four nails with Nail 4’s height
known as 3.32 mm. As we did before, we will take two images
for each nail from two different viewpoints, using the same cam-
era setting. But this time, the two viewpoints will always stay the
same for all four nails. In other words, we will have two fixed
viewpoints; and we will take images for all the nails from the
two fixed viewpoints. Also, the mirror’s position and the angle
between the two mirrors cannot be changed when we take pic-
tures of all four nails. We use the ratios between the other three
unknown nails’ maximum heights to the one known nail’s max-
imum height in the reconstruction results. And the ratio will be
used to multiply the known nail’s height, which is measured us-
ing a digital caliper. The multiplication results will be the nails’
estimated absolute maximum heights. And we will compare the
estimated results to the real maximum heights.

Fig. 32 shows the estimation results. We can observe that
the absolute differences between the real height and the estimated
height are around 0.1mm to 0.3mm, which means the accuracy
is above 93% in the experiment. So if we can locate a reference
height in the camera image plane, the nails’ maximum height can
be estimated and the depth map can be calculated in this case. In
our nail printer product, it will be reasonable to put a small ball
inside of the printer, and make sure this small ball is visible in
the camera image plane, and the dimension of the small ball will
be known in advance. In this case, we can estimate each nail’s
absolute maximum height using the proposed double mirror and
single camera system within a small size printer. And we are
guaranteed high accuracy.

4.4 one shot Reconstruction
In this part, we will simplify the reconstruction process from

two shots images to just one shot and compare the performance
between these two methods. First we will introduce the differ-
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Fig 1. Four different fake nails

1 2 3 4

Maximum height 3.32 mm

Figure 31: Four different nails where one nail’s maximum height
is known.

z len (gt) 
(mm)

z len
(scaled)

Ratio
Height (mm)
(estimated)

Difference
(mm)

Accuracy

Nail 1 5.23 0.293 1.48 5.12 0.11 98%

Nail 2 3.96 0.210 1.06 3.70 0.26 93%

Nail 3 5.72 0.343 1.73 5.97 -0.25 96%

Nail 4 3.32 0.198 N/A N/A N/A N/A

Figure 32: Absolute maximum heights comparison.

ence in the camera calibration process when we are using one
shot method.

From Sec. 3 we know that in order to locate the position
of the principal point p0 in the camera image plane, we need to
find the intersection point of the lines that are perpendicular to
the epipole line in two different viewpoints, as shown in Fig. 33.
But if just one image is taken for each object, there is no way to
find the intersection point. In that case, we simply estimate the
principal point’s location to be at the center of the image plane.

!!"
!!#"#

!!"#"
!!#

"$#

##

"$"

#"

"%

Epipole line

Principal point

Figure 33: Finding the principal point under the two shots
condition.

Fig. 34 shows the difference of the principal point’s position
between the two shots condition and the one shot condition. It
is very obvious that the location of principle point shifts about
100 pixels in both x and y directions. But as we stated at the
end of Sec. 3, a single parameter cannot guarantee a good or bad
calibration result. The way to justify the calibration result is to
see whether it can provide a good mapping between the 2D image
plane point to the 3D world coordinates point. So we will take a
look at the 3D reconstruction results next.

The reconstruction results for the four nails in Fig. 28 un-
der the two shots condition and the one shot condition are shown
in Fig. 35 and Fig. 36, respectively. We can see that the nails’
shapes do not change much from two shots to one shot. This
means that even though we may have a worse estimation of the
principal point in the one shot condition, the mapping between
the 2D image plane and the 3D object is still reasonable and ac-
ceptable.

!! (575.96, 426.69)
(480, 360)

Figure 34: Finding the principal point under the one shot
condition.

(a) Nail 1 (b) Nail 2 (c) Nail 3 (d) Nail 4

Figure 35: two shots reconstruction results.

(a) Nail 1 (b) Nail 2 (c) Nail 3 (d) Nail 4

Figure 36: one shot reconstruction results.

5. Conclusion
In this paper, we introduced how to build a low-cost single

camera, double mirror system that can be fit into a portable desk-
top size nail printer. With this system, we can use the reflection
of the mirrors to calibrate the camera with only two images. By
applying the visual hull 3D reconstruction method, the depth map
of the fingernail can be acquired. A further simplified one shot
method has been introduced, which can be used to further im-
prove the computational efficiency. Four different nail sizes have
been tested for both two shots and one shot method, and the ren-
dering results are very convincing. Also, based on the comparison
of the relative depth and the comparison of the absolute depth, the
accuracy is over 92%. Considering the actual size of the nails, the
accuracy of the approach is acceptable for the final product.
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