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Abstract
Road Edge is defined as the borderline where there is a

change from the road surface to the non-road surface. Most
of the currently existing solutions for Road Edge Detection use
only a single front camera to capture the input image; hence, the
system’s performance and robustness suffer. Our efficient CNN
trained on a very diverse dataset yields more than 98% semantic
segmentation for the road surface, which is then used to obtain
road edge segments for individual camera images. Afterward, the
multi-cameras raw road edges are transformed into world coor-
dinates, and RANSAC curve fitting is used to get the final road
edges on both sides of the vehicle for driving assistance. The
process of road edge extraction is also very computationally effi-
cient as we can use the same generic road segmentation output,
which is computed along with other semantic segmentation for
driving assistance and autonomous driving. RoadEdgeNet algo-
rithm is designed for automated driving in series production, and
we discuss the various challenges and limitations of the current
algorithm.

Introduction
Road edge detection is a significant problem for applications

in autonomous driving systems. Such systems must detect the
limit of the drivable road surface in multiple types of weather and
lighting conditions. As such, this is not a trivial task. Addition-
ally, due to the vehicle’s high velocity, the algorithm must process
incoming images very rapidly, on the order of less than 100 ms,
to be of practical use for automotive systems. Different pipelines
exist for road edge boundary detection algorithms. Work in this
domain includes approaches that use traditional machine learning
algorithms with hand designed features and more advanced tech-
niques that make use of convolutional neural network architec-
tures. Traditional approaches use classifiers with feature vectors
constructed from color or histogram data. These are then used to
determine probabilistically where the road edge is located. De-
signing features that adequately represent the road edge is a ne-
cessity in such systems. Often, the algorithm’s final performance
is determined by the skill of the programmer in choosing mean-
ingful features.

Convolutional neural network based approaches typically
identify the presence of a class in a particular image. Large neu-
ral networks such as AlexNet or VGGNet are examples of this
principle [1] [2]. The last layer of the neural network can be re-
moved to approximate where the class is in the picture. However,
this is a rough approximation, and correct semantic segmentation

must be accomplished using a network of convolution and decon-
volution operations. SegNet is an example of this type of network
architecture [3]. It is a symmetric network that performs semantic
segmentation on an image. The first half of the network performs
convolution, ReLU, and downsamples the input image. The sec-
ond half performs upsampling and deconvolution. SegNet can
process a 360 x 480 image in 422.5 ms on NVIDIA Titian GPU
with cuDNN v3, achieving a mean intersection over union (mIoU)
score of 60.10 on all classes in the CamVid dataset [4]. An even
more advanced architecture available is E-net [5]. E-net consists
of a network of bottleneck operations. These bottlenecks have
been shown to be easier to generalize than traditional convolution
operations [6, 7]. Additionally, E-net also uses asymmetric filters
of 1x5 and 5x1 to approximate a 5x5 filter’s action. This reduces
the number of parameters in the network, which reduces training
time and makes the network faster to execute on streamed im-
age data [8]. In their work, parametric ReLU (PReLU) was also
found to produce better results over ReLU. Both SegNet and E-
net perform multi-class semantic segmentation of images. Each
network is capable of segmentation of multiple classes in a scene.
It is claimed that E-net is capable of semantic segmentation on
a 480x320 image in 47 ms with an NVIDIA TXI and 7 ms for
an NVIDIA Titian [5]. Such short processing speeds allow for
real-time applications.

Road Edge is defined as the borderline where there is a
change from the road surface to the non-road surface. Detection
of the road edge is crucial for driving assistance systems. It gives
the vehicle a higher-level understanding of the local environment
(e.g., intersections) and is especially useful when there are no
painted lane markers (e.g., rural roads). Most of the currently ex-
isting solutions use only a single front camera to capture the input
image; hence, the system’s performance and robustness suffer [9].
They have also used traditional computer vision algorithms that
have recently been shown to have far inferior performance com-
pared to deep learning-based systems. Some related works use
multiple cameras to create a virtual bird’s eye view image. That
is a single perspective-corrected image created by warping and
stitching together the individual raw images from multiple cam-
eras [10]. This approach has the advantage of fusing information
from multiple cameras, which is handled as a pre-processing step
before the computer vision algorithm receives the data. However,
this approach is very sensitive to the camera system, intrinsic and
extrinsic calibration errors, and it is also very dependent on the
resolution of the camera images. These effects reduce the effec-
tive measurement range of such systems (assuming 1 MP cam-
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Figure 1: Overall Road Edge Detection System Architecture

eras) to approximately 5 meters surrounding the vehicle. Thus,
this is not a preferred approach for high-speed applications such
as autonomous driving, where measurement ranges of at least 15
meters are required.

Benefits of Our Surround View Approach
Multiple cameras provide an overlapped view of the same

scene, which improves the detection robustness from occlusions
(other vehicles or objects) and environmental conditions (weather
conditions, lens soiling). Our surround-view cameras capture
multiple images so that road edges occluded from the front or
any other camera can be captured by the remaining cameras. It
is not guaranteed that a single camera will detect the road edges
for every single frame of the scene; this is because of the weather
conditions, time of day, lighting conditions, occlusions, etc. The
presence of multiple cameras increases the chance of detection,
and accuracy increases significantly.

Relatively there is less literature on surround view cameras
but there has been recent progress in various visual perception
tasks such as semantic segmentation [11], moving object detec-
tion [12], depth estimation [13, 14, 15, 16], re-localisation [17],
soiling detection [18, 19, 20] and multi-task learning [21, 22]. To
overcome the limitations of the bird’s eye view approach, we pur-
pose performing the road edge feature detection on the raw fisheye
camera images before projecting detected features into the vehi-
cle coordinate system and fusing to create a combined road edge
detection system. This approach allows us to avoid warping ar-
tifacts due to the resolution of the camera system. The mapping
from camera pixel coordinates to vehicle coordinates (also known

as an image to ground transformation) is performed only for de-
tected and filtered contours compared to existing surround-view
solutions where all pixels are first transformed. This significantly
improves the runtime performance and saves a significant amount
of memory. Unlike existing solutions, we use our efficient Convo-
lutional Neural Network-based semantic segmentation to detect
the road area, from which we extract candidate road edge seg-
ments. This has a significant impact and improves performance
even in very challenging scenes. Compared to current CNN net-
works such as ENet [5] for semantic segmentation, our network
1) has almost 2X fewer network parameters, 2) is 2X faster in
terms of runtime at the same time is better or on par with those
methods for segmenting road and non-road regions. Our unique
candidate road edge extraction method is efficient in terms of run
time, as we do not go through all pixels in the segmented image
while looking for edges.

System Architecture
The Road Edge Detection system receives four images from

the Front, Rear, Mirror Left, and Mirror Right Cameras. These
images are passed, at once, as one batch to the Road Edge Con-
volutional Neural Network (RoadEdgeNet), which produces four
segmented images simultaneously. Once the segmentation is
complete, the raw candidate edge segments from all four contours
are extracted. Each edge segment contains many candidate edge
points. These candidate edge points are transformed to the vehicle
coordinate system, and similar feature points detected in multiple
cameras are stitched together. At this point, there are candidate
left and candidate right road edge feature points. These candi-
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Figure 2: Our Proposed RoadEdgeNet Architecture

dates left and right feature points are fitted with the RANSAC
curve fitting algorithm to get the final road edge boundaries. The
fitted RANSAC boundaries, lateral offsets, and heading angles
concerning the left and right boundaries are calculated. This in-
formation can then be used for autonomous driving applications,
such as to keep the vehicle inside the road in case there are no lane
markers present (e.g., rural roads) or to observe the high-level in-
formation around urban driving.

RoadEdgeNet is a system that builds upon convolutional
neural networks such as SegNet and E-net for semantic segmen-
tation. One significant difference between RoadEdgeNet and the
work described above is that RoadEdgeNet only performs seman-
tic segmentation on dual-class images. This simplification allows
the network to locate only drivable road surfaces, which allows
the network size to be reduced. The overall road edge detection

system can be described in the following way. The overall system
pipeline is shown in Figure 1. The Road Edge Detection system
captures four Front, Rear, Mirror Left, and Mirror Right Cameras
images. These images are passed to RoadEdgeNet, which pro-
duces four segmented images simultaneously (Figure 1 top right).
Our typical frame size is 800x1280 coming from camera sensors.
We downsample by half to 400x640 before feeding to the neural
network as shown in Figure 2. Initially, the network further re-
duces the input image size and increases the feature map’s depth
to 16. The information is provided to the encoder block (shown
in purple). It extracts the abstract features followed by a decoder
block (shown in yellow) where encoder features are mapped to the
pixel level for semantic segmentation. At the end of the network,
the image is segmented into two classes based on each pixel’s
classification. For each convolution operation, 1x1 projection is
performed before the primary convolution to reduce the feature
map’s depth. This operation’s benefit is 1) reducing the number
of parameters, 2) runtime/speed improvements. The depth of the
feature map is restored using another 1x1 projection at the end. In
between each convolution, batch normalization and ReLU (acti-
vation function) is also performed.

Extracting Road Edges from Semantic Seg-
mentation Output

After the semantic segmentation of the road and the non-
road surface, we utilize the road semantic segmentation results to
extract preliminary road edge candidate points from each camera
described in Figure 4. Each edge segment contains many candi-
date edge points. These candidate edge points are transformed to
the vehicle coordinate system, and similar feature points detected
in multiple cameras are stitched together, as shown in Figure 3.
To transform the points from image to vehicle coordinates, cam-
era calibration parameters are required, which are called extrin-
sic and intrinsic parameters. The world points are transformed
into camera coordinates using the extrinsic parameters. The cam-
era coordinates are mapped into the image plane using the intrin-
sic parameters. Once image coordinate points are mapped to the
world/vehicle coordinates system, each point’s distance concern-
ing the vehicle can be found. This is crucial for stitching similar
road segments and finding which points belong to left or right
road edge boundaries. The transformation is done as follows:

W [xy1] = [XY Z1]P (1)

where P = cameramatrix = [Rt]K; W is the scale factor and in
our case, W = 1 (no scaling); [xy1] = imagepoints; [XY Z1] =
world points; R is the rotation matrix; t is the translation matrix
and K is the camera intrinsic matrix.

Once the edge points transformation is done, RANSAC (an
iterative method) is used to estimate parameters of a mathemat-
ical model (curve/line) from a set of observed data that contains
outliers. Once stitching is completed, we will have a set of points
for the left and right road edge boundaries. Some of the points
will be outliers, but they will be filtered out using the RANSAC
fitting method, as seen in Figure 3 (right). Once the final left and
right road edges are determined, they are overlayed on the front
camera image to show the estimated road edges. The proposed
algorithm can also be extended to be used with other sensors like
ultrasonics [23], Lidar [24, 25] and radar.

IS&T International Symposium on Electronic Imaging 2021 210-3



Figure 3: Road Edges candidate points from 4 cameras (left), road edge points from RANSAC curve fitting (middle) and Final Road Edges Overlay on
the Front Camera (right)

Figure 4: Obtaining candidate left and right road edge points. Note
that this figure illustrates the Front View camera image. The same logic
is applied for the Rear View image. For mirror cameras, we will perform
steps 1 - 3 only as we would only have either left or right side edge points
on mirror cameras. Step-1: Get the far left road pixel (x1, y1) and far-
right road pixel (x2, y2) from the segmented binary image. Step-2: Scan
from left to right for each row. If a road pixel is reached, store the point
and go to the next row while skipping other pixels in that row. Step-3:
Repeat step 2 for each row until y1 is reached and skip everything below
y1. Step-4: Scan from right to left for each row. If a road pixel is reached,
store the point and go to the next row skipping all other pixels in that row.
Step-5: Repeat step 4 for each row until y2 is reached and skip everything
below y2. Step-6: Transform the points into vehicle coordinates with the
Image to World Transformation for further processing.

Experiments and Results
RoadEdgeNet is trained on a diverse set of images collected

by the authors. These images include multiple weather and light-
ing conditions, including snow, rain, cloudy sky, dawn, and dusk,
as well as night. The collection of images represents all four
surround-view cameras giving different perspectives of the scene.
The total dataset consisted of 682 images split into 385 for train-
ing, 90 for validation, and 293 for testing using sampling tech-
niques described in [26]. The vehicle and sensor setup used is
same as in our WoodScape dataset [27]. Unlike other datasets
such as the CamVid dataset, [28] and the SYNTHIA dataset [29]
Valeo’s dataset only contains two semantic classes, road, and non-
road. The table 1 shows the semantic segmentation results be-
tween ENet and RoadEdgeNet.

Both networks are also trained and evaluated on the CamVid
dataset consisting of 701 images with 420 train, 70 validation,
and 211 test images. Additionally, they are also trained and eval-
uated on a subset of the SYNTHIA dataset consisting of 405 im-

Metrics E-Net RoadEdgeNet

Valeo CamVid Synthia Valeo CamVid Synthia

Avg. class accuracy 0.97 0.98 0.98 0.97 0.98 0.98
Total accuracy 0.97 0.99 0.98 0.97 0.98 0.98
Mean IoU 0.94 0.97 0.97 0.94 0.97 0.96
Class 0 0.97 0.99 0.99 0.98 0.99 0.99
Class 1 0.96 0.98 0.98 0.96 0.98 0.97
Total Precision 0.97 0.99 0.99 0.98 0.99 0.99
Total Recall 0.98 0.99 0.99 0.98 0.99 0.98
Total F1 score 0.98 0.99 0.99 0.98 0.99 0.98
Total MCC score 0.94 0.97 0.97 0.94 0.97 0.96
Runtime(sec/step) 0.50 0.38 0.23 0.15 0.14 0.13

Table 1: Road Semantic Segmentation results on different datasets on
the E-Net and RoadEdgeNet.

ages with 209 train, 37 validation, and 159 test images. All ex-
periments were performed on an NVIDIA Quadro M1000M. In
the Automotive domain, we have minimal computation power for
embedded systems, so our goal is to reduce the inference run-time
while maintaining high segmentation accuracy. These results il-
lustrate that our Network can achieve that goal as run-time is more
than 2X better than ENet, and accuracy is very similar on differ-
ent measurement metrics as shown in Table 1. Semantic segmen-
tation results perform well enough that the system is appropriate
for rural roads with no lane markers. Consistent performance is
seen high dynamic range (HDR) environments and low lighting
conditions. This can be used for autonomous driving to keep in
the vehicle within the road region. As far as network parameters
are concerned, RoadEdgeNet has 0.2M vs ENet’s 0.37M, which
is almost half as many which resulted in faster performance.

Future Works and Challenges

Road edges are present in various textures such as sands,
rocks/gravels, dirt, grass, snow/sleet and so on. It is challeng-
ing for edge detection especially in these scenarios where border
of road surface and various textures can be too deceptive of edge
identification. A significant amount of diverse catalog (various
textures) based training will be beneficial for achieving good per-
formance on various conditions. As there are no public datasets
for road edge detection, it will be beneficial to make our dataset
public so others can add on it to make it more diverse. We plan
to make our internal Valeo dataset public for this reason. We also
plan to improve our dataset by adding more diverse images from
various scene catalogs and fine tune our algorithms to better work
on those diverse conditions.
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Figure 5: Semantic Segmentation Results on Valeo Dataset. Original Image (left), ENet (middle) and RoadEdgeNet (right).

Figure 6: Semantic Segmentation Results on CamVid Dataset. Original Image (left), ENet (middle) and RoadEdgeNet (right).
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