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Abstract
The text fading defect is one of the most common defects

in electrophotographic printers; and it dramatically affects
print quality. It usually appears in a significant symbol Re-
gion of Interest (ROI), easily noticed by a user on his or her
print. We can detect text fading by the density reduction for
the black and white printed symbol ROI. It is difficult to de-
tect the color text fading only by density reduction, because the
depleted cartridge may only cause the color distortion without
density reduction in the color printed symbol ROI.

In our previous work with print quality defects analysis,
the text fading detection method only works for black text fad-
ing defect detection [1]. Our new text fading method can detect
the color text fading defect and predict the depleted cartridge.
In this new text fading detection method, we use whole page
image registration and the median threshold bitmap (MTB)
matching method to align the text characters between the mas-
ter and test symbol ROIs, because with the aligned text char-
acters, it is easy to extract the difference between the master
and the test text characters to detect the text fading defect. We
use a support vector machine classifier to assign a rank to the
overall quality of the printed page. We also use the gap statis-
tic method with the K-means clustering algorithm to extract
the different text characters’ different colors to predict the de-
pleted cartridge.

1. Introduction
Our new text fading detection method can detect the

color text fading defect and predict the depleted cartridge.
Figure 1 shows two examples of the color text fading defect
in symbol ROIs: Figure 1 (a) shows an excellent print quality
image; Figure 1 (b) shows a black text fading defect image;
Figure 1 (c) shows a yellow text fading defect image. Here,
the green text has become cyan in color. Previous text fading
defect detection methods have been proposed, such as by ∆E
value to detect the severity of text fading defects [1]. We up-
dated this text fading detection method. Our new method not
only can detect the severity of the text fading defect, but also
can predict the depleted cartridge. In the depleted cartrdge
prediction part, we refer to a previous color fading detection
method [2]. Besides, we optimize the text character align-
ment process to improve the efficiency of our algorithm. This
symbol ROI text fading detection module is part of a larger ef-
fort to analyze print quality defects [3]. In our previous work,
we designed a method to extract four different types of ROI
from the input image, which are symbol, raster, vector, and
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background ROI [4]. In this module, we only process the sym-
bol ROIs. Figure 2 (b) shows the symbol ROIs based on the
sample image Figure 2 (a). In each symbol ROI, we detect the
text fading defect first, and extract the feature vector of the
text fading defect. The feature vector is used to classify the
rank of the text fading defect and to predict the depleted car-
tridge. Part of this feature vector will be used for the whole
page classification.

Figure 1: Text fading sample images.

Figure 2: Symbol ROIs based on input image.

We will cover the details of the ROI extraction process
and the evaluation results in the following sections.

2. Text fading detection and classification
procedure

In this section, we introduce the details of our text fad-
ing detection and classification procedure. Figure 3 shows
the overall pipeline of the proposed method. This procedure
includes three parts: text character alignment, text fading
classification, and prediction of the depleted cartridge.

The first part aligns the text characters between each
scanned test symbol ROI and the corresponding master im-
age symbol ROI. We use an image registration algorithm to
spatially align the scanned test image symbol ROI and mas-
ter image symbol ROI first. This image registration process
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can roughly align the corresponding symbol ROIs, but it can-
not achieve pixel-to-pixel accuracy alignment. We use the
median threshold bitmap (MTB) [5] algorithm to align the
corresponding text characters in the master and test symbol
ROI. The second part detects the text fading defect. In this
part, we calculate the ∆E value between the corresponding
text characters in the test and master symbol ROIs in CIE
L∗a∗b∗ color space. The statistics of the CIE L∗a∗b∗ values
and the ∆E value are extracted to build the feature vector of
the text fading defect in each symbol ROI to detect the text
fading defect. The third part predicts the depleted cartridge
of the printer. In this part, we use the gap statistic method
with the K-means clustering algorithm to detect the number
of text character colors. For each color text character, we can
analyze the difference between master and test symbol ROI
in CMYK color space to predict the depleted cartridge.

Figure 3: The overall pipeline of the symbol ROI text fading
detection and classification.

We will introduce the details of the symbol ROI text fad-
ing detection and classification process in the following sec-
tions.

3. Text character alignment
Before we detect the text fading defect in the test image

symbol ROI, we need to align the text characters because we
need to compare the difference between the test and master
text characters to determine whether there is a fading defect.
This section includes two parts. The first part does the sym-
bol ROI image registration, and the second part does the pixel
to pixel text character alignment using the median threshold
bitmap (MTB) method.

3.1 Symbol ROI image registration
A misalignment always exists in the scanned printed

page compared to the master image after it is printed from
a printer and scanned by the scanner. Figure 4 (a) shows
an example of the misalignment between the master and the
scanned test image. This misalignment must be removed be-
fore we do the text fading detection. One of the most common
methods is the frequency-based approach, which calculates
the phase correlation of two images in the Fourier domain
[6]. In this project, there is a halftone pattern in the scanned
image, and the frequency-based approach is not robust. In-
stead, we use a feature-based image registration method to
remove the misalignment.

In the image registration process, the first step is to

Figure 4: A master and test symbol ROI blend image before
and after image registration.

convert the scanned test image and the master image to
grayscale. In the next step, we use the SIFT method to detect
the scale-space interest points with a 128-element descriptor
in both the master and test images [7]. In the SIFT method,
we use a Difference-of-Gaussian (DoG) pyramid to find all
the local extrema, as shown in Equation 1. The function
G(x, y,kσ) is a variable scale Gaussian defined in Equation
2; k is the scale parameter, and it usually is 2; f f (x, y,σ) is
the Laplacian-of-Gaussian (LoG) of the image I(x, y) [8]. We
use these functions to find points that are locally maximum
or locally minimum in the three-dimensional space (x, y,kσ).
For one extrema point, we need to consider 26 neighbors in
the 3D neighborhoods.

D(x, y,σ)= [G(x, y,kσ)−G(x, y,σ)]∗ I(x, y)

= f f (x, y,kσ)− f f (x, y,σ)
(1)

G(x, y,kσ)= 1
2πσ2 exp−(x2 + y2)/2σ2 (2)

Because we use different scales σ across the DoG pyra-
mid to detect the extrema point, we want to achieve greater
precision in the localization of the extrema at a pixel-to-pixel
level in the original image. In order to do this, we esti-
mate the second-order derivatives of D(x, y,σ) at the sam-
pling points in the DoG pyramid. We can localize the ex-
trema point with “sub-pixel” accuracy in the vicinity of where
the DoG pyramid finds the extrema point. The Taylor series
expansion of D(x, y,σ) in the vicinity of −→x 0 = (x0, y0,σ0)>,
which was found to be the location of an extrema in the DoG
pyramid, is shown in Equation 3. The variable −→x is the incre-
mental deviation from −→x 0; J is the gradient vector estimated
at −→x 0, as shown in Equation 4; H is the Hessian at −→x 0, as
shown in Equation 5. Taking the derivative of both sides of
the Taylor series expansion with respect to the vector vari-
able −→x , we get the result shown in Equation 6.

D(−→x )≈ D(−→x 0)+ J>(−→x 0)−→x + 1
3
−→x >H(−→x 0)−→x (3)

J(−→x 0)=
(
∂D
∂x

,
∂D
∂y

,
∂D
∂σ

)>
(4)
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H(−→x 0)=



∂2D
∂x2 ,

∂2D
∂x∂y

,
∂2D
∂x∂σ

∂2D
∂y∂x

,
∂2D
∂y2 ,

∂2D
∂y∂σ

∂2D
∂σ∂x

,
∂2D
∂σ∂y

,
∂2D
∂σ2

 (5)

0≈ J(−→x 0)+H(−→x 0)−→x
−→x =−H−1(−→x 0) · J(−→x 0)

(6)

Once we have the local extrema of the DOG from Equa-
tion 6, we use the Normalized Cross-Correlation (NCC)
method [9] to establish correspondences between interest
points in the image pairs, as shown in Equation 7. Here, we
assume that the test image is skewed by only a small angle
relative to the master image. We use an (S+1)× (S+1) win-
dow around the corner pixel in the master image, and use the
same window around the corresponding pixels in the scanned
test image. We work with the gray-level versions of both im-
ages. We can minimize the NCC to establish correspondences
between master and scanned test images.

NCC([m1,m2])=
S/2∑

i=−S/2

S/2∑
j=−S/2

(I1[i, j]−m1)(I2[i, j]−m2)√√√√ S/2∑
i=−S/2

S/2∑
j=−S/2

(I1[i, j]−m1)2
S/2∑

i=−S/2

S/2∑
j=−S/2

(I2[i, j]−m2)2

(7)

In Equation 7, S is the size of the window. I1 and I2
are the gray levels of each pair of interest points in both the
master and test symbol ROIs. m1 and m2 are the average
gray level of the windows in the master and test symbol ROIs.
The NCC value will be between −1 and 1. Being 1 means
a perfect match between the two interest points within the
comparison windows.

The matched interest points are a set of pairs of 2D co-
ordinates. We calculate the geometric matrix to transform
the interest points from the test symbol ROI to the corre-
sponding interest points in the master symbol ROI. The 3×3
transformation matrix can remove the skew angle and trans-
lation distortion in the test symbol ROI. Four pairs of in-
terest points can solve this matrix. In practice, we prefer
to use more matched interest points to get a more accurate
transformation matrix. We use the random sample consen-
sus (RANSAC) algorithm [10] to calculate the best transfor-
mation matrix. We process the test symbol ROI using the
transformation matrix and get the aligned test symbol ROI.
Figure 4 (b) shows the blend image of the master and aligned
test symbol ROIs. We can find that the text characters in the
blue bounding box match better than the same area in the
blend image Figure 4 (a). But in the red bounding box, there
is still a little misalignment between the master and test text
characters. We need to remove this small misalignment, and
get a pixel-to-pixel match between the master and test text
characters.

3.2 MTB for text characters alignment
After we do the image registration between the master

and test symbol ROIs, there is still a small misalignment for
some part of the text characters in the test symbol ROI, as
shown in Figure 5 (a). We can find there are about 5 to 10
pixels misalignment between the master text characters and
the test text characters. We use the median threshold bitmap
(MTB) method to align the text characters in each test symbol
ROI one-by-one based on the corresponding master symbol
ROI [11].

Figure 5: Text characters alignment with the MTB method.

Before using the MTB method, we need to extract the
text characters first. We use Otsu’s method to extract the text
characters from the master and test symbol ROI. Then, based
on Otsu’s result [12], we use the connected components algo-
rithm to extract each text character bounding box from the
master symbol ROI. For each master text character bounding
box, we crop out a bigger bounding box at the same position
in the test symbol ROI. The bigger bounding box is 20 pixels
larger in the x and y direction than the master text character
bounding box. We move the master text character bounding
box on the test text character bounding box from left to right
(x direction) and from top to bottom (y direction). At each
moving step, we calculate the difference of these two binary
maps in the overlapping area with an exclusive-or (XOR) op-
erator. After processing all the positions, we get the mini-
mum exclusive-or result position. If this position is in the
center of the test text character bounding box, there is no
misalignment. Otherwise, we calculate the shift in the x and
y directions to remove the misalignment between the master
and test text characters, as shown in Equation 8. In Equa-
tion 8, M is the master text character connected component
bounding box binary image; T is the test text character con-
nected component bounding box binary image; [i, j] is the po-
sition of the pixels in the binary images; x, y is the pixel shift
of the master binary image relative to the test binary im-
age. After processing all the text characters connected com-
ponents in the test symbol ROI, we will get a text character
aligned symbol ROI image, as shown in Figure 5 (b). This re-
sult can be used to detect text fading defects according to the
following process. This method is much faster than the tem-
plate matching method because the MTB only uses byte-wise
arithmetic.

min
x,y

Error =∑
i, j

XOR (M [i− x, j− y] , T [i, j]) (8)

4. Text fading detection and classification
In the previous section, the text characters in the test

symbol ROI are aligned with the text characters in the mas-
ter symbol ROI. In this section, we compare and extract the
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difference features between the master text characters and
test text characters, and then use these features to detect and
classify the text fading defect.

4.1 Text fading defect feature vector extraction
The most common way to compare the difference be-

tween two different colors is to calculate the ∆E, which is the
Euclidean distance between two colors in CIE L∗a∗b∗ color
space [13]. We calculate the average L∗, a∗, b∗ for each text
character in the master and test symbol ROIs using Equa-
tion 10. Then, we use Equation 9 to calculate the ∆E value
for each corresponding text character in the master and test
symbol ROIs.

∆E(t) =
√

(Lmaster
(t)ave −Ltest

(t)ave)2 + (amaster
(t)ave −atest

(t)ave)2 + (bmaster
(t)ave −btest

(t)ave)2

(9)

L(t)ave =
∑S

i=1 L(i)

S
, a(t)ave =

∑S
i=1 a(i)

S
, b(t)ave =

∑S
i=1 b(i)

S
(10)

In Equation 9, t is the label for a specific text character;
Lmaster

(t)ave is the average L∗ value of the text character t in the

master symbol ROI; Ltest
(t)ave is the average L∗ value of the text

character t in the test symbol ROI; amaster
(t)ave , atest

(t)ave, bmaster
(t)ave ,

and btest
(t)ave conform to the same pattern. In Equation 10, S

is the number of pixels in the bounding box for the t text
character.

After calculating the ∆E value for each text character,
we can get the average ∆E for all the text characters. This av-
erage text characters ∆E value is the first feature extracted
for text fading detection and classification. Using a simi-
lar method, we calculate the ∆E value between the master
symbol ROI text characters and the white color, which is
(100, 0, 0) in CIE L∗a∗b∗ color space. Also, we calculate
the ∆E value between the test symbol ROI text characters
and the white color. These three ∆E features can be used to
classify the text fading defect.

4.2 Text fading defect multi-classification
We classify the text fading defect to four different ranks

based on the severity of the text fading defect. Rank A means
no text fading defect in the symbol ROIs; Rank B means there
is a text fading defect in the symbol ROIs, and the defect does
not affect the regular use of the printed page; Rank C means
there is an observable text fading defect and people can find it
easily; Rank D means there are a lot of text fading defects and
the defects influence the regular use of the printed page. Fig-
ure 6 shows sample symbol ROIs for the four different ranks.

To train a four ranks multi-classification model, we man-
ually label 120 symbol ROIs as ground truth based on the text
fading defect, which includes 30 rank A, 26 rank B, 30 rank
C, and 34 rank D. In order to design a more balanced multi-
classification model, we apply the Directed Acyclic Graph-
Support Vector Machine (DAG-SVM) method [14], which is

Figure 6: The text fading defect rank sample symbol ROI.

a tree-structured classifier. It is more balanced than the One
vs. Rest (OvR) strategy in the training process and more ef-
ficient than the One vs. One (OvO) strategy [15]. Figure
7 shows the structure of the DAG-SVM for our four ranks
multi-class classification process.

Figure 7: DAG-SVM for text fading defect classification.

To evaluate this multi-classification result, we separate
the 120 ground truth symbols ROIs into 5 folds. Each fold in-
cludes 24 symbol ROIs, and also each fold includes four ROIs
for each rank A/B/C/D. We evaluate the multi-classification
model by processing the cross-validation. Each fold will be
used as a test set one time, and the other four folds are
used as training sets. The final confusion matrix for this
five-fold cross-validation is shown in Table 1.2. The accuracy
of this multi-classification model is 86.7%, and the standard
deviation of the five-fold test accuracy is 12.67% with the
worst accuracy 66.7% and the best accuracy 100%.

Table 1: Text fading defect DAG-SVM classification confusion
matrix

Predict A Predict B Predict C Predict D
Real A 26 2 2 0
Real B 0 26 0 0
Real C 2 2 24 4
Real D 0 2 2 28

5. Predict the depleted cartridge
In the previous section, we extracted the text fading de-

fect feature vector and did the rank classification. However,
the rank classification only shows the severity of the text fad-
ing defect. We do not know which cartridge is low and needs
to be replaced. In this section, we design a method to predict
the depleted cartridge. Firstly, we use a cluster classification
method to classify different color text characters. Then, we
calculate the possible depleted cartridge for each cluster of
color text characters.

253-4
IS&T International Symposium on Electronic Imaging 2021

Color Imaging XXVI: Displaying, Processing, Hardcopy, and Applications



5.1 Classify different color text characters
Before predicting the depleted cartridge, we first need to

classify different color text characters, because different color
text characters may use different cartridges. For example,
the symbol ROIs in Figure 2 (b) include different color text
characters: red, green, and black. The red text characters
are useful for predicting depletion of the yellow and magenta
cartridges, and blue text characters are useful for predicting
depletion of the cyan and magenta cartridges. So, we need to
detect and classify different color text characters. We do not
know the number of colors in one symbol ROI, so we cannot
use the K-means algorithm directly. To solve this problem,
we use the gap statistic method to calculate the number of
colors in the symbol ROI, and then we use the K-means algo-
rithm [16] to classify the different color text characters. We
introduce the details in the following part.

Firstly, we need to transform the master symbol ROI and
test symbol ROI to CMYK color space. First, the R, G, and B
values are divided by 255 to change the range from [0,255] to
[0,1], as shown in Equation 11.

R′ = R
255

, G′ = G
255

, B′ = B
255

(11)

Then, the black (K) color is calculated from the red (R′),
green (G′), and blue (B′) colors, as shown in Equation 12.

K = 1−max(R′, G′, B′) (12)

The cyan (C) color is calculated from the red (R′) and
black (K) colors, the magenta (M) color is calculated from the
green (G′) and black (K) colors, and the yellow (Y ) color is
calculated from the blue (B′) and black (K) colors, as shown
in Equation 13.

C = 1−R′−K
1−K

, M = 1−G′−K
1−K

, Y = 1−B′−K
1−K

(13)

This conversion assumes full under-color removal. Also,
C, M, and Y are normalized to sum to 1. A more accurate
conversion could be based on the color management pipeline
within the printer. But this would be printer-dependent, and
might even depend on the current calibration state of the
printer.

We can extract the pixels of each text character, and we
calculate the average values in the C, M, Y, and K channels
for each text character for both the master and test symbol
ROIs.

We use the gap statistic method and the K-means al-
gorithm to classify the color text characters [17]. The gap
statistic method is a method to estimate the number of col-
ors in one symbol ROI. The technique uses the output of the
K-means algorithm, comparing the change in within-cluster
dispersion with that expected under an appropriate reference
null distribution. We calculate the gap from k = 1 until k = 5,
where k is the number of clusters trying to classify the text
characters in the symbol ROI based on the data set. Suppose
that we have clustered the data into k clusters C1, C2, ..., Ck

with Cr denoting the indices of observations in cluster r, and
nr = |Cr |. The sum of the pairwise squared Euclidean dis-
tances for all points in cluster r is calculated by Equation
14, and then Equation 15 is used to calculate Wk, which is
the pooled within-cluster sum of squares of distance from the
cluster means. The sample size n is suppressed in this nota-
tion.

Dr =
∑

xi∈Cr

∑
x j∈Cr

∥∥xi − x j
∥∥2 (14)

Wk =
k∑

r=1

1
2nr

Dr (15)

The idea of the gap statistic is to standardize the graph
of log(Wk) by comparing it with its expectation under an ap-
propriate null reference distribution of the data. The esti-
mate of the optimal number of clusters is then the value of
k for which log(Wk) falls the farthest below this reference
curve. We can use the maximum value of Equation 16 to find
the optimal number of clusters for the color text characters.
In Equation 16, E∗

n denotes expectation under a sample of
size n from the reference distribution. The optimal estimate
for k will be the value maximizing Gapn(k) after we take the
sampling distribution into account.

Gapn(k)= E∗
n

{
log(Wk)

}− log(Wk) (16)

Figure 8: Three examples illustrating the use of the gap
statistic to detect the optimal number of clusters for color text
characters in one symbol ROI.

We apply this gap statistic method for the color text char-
acters to detect the optimal number of color clusters for one
symbol ROI. Three example symbol ROIs and their corre-
sponding gap statistic plots from k = 1 to k = 5 are shown in
Figure 9. In Figure 9, each symbol ROI includes a different
number of colors of its text characters, and the gap statistic
takes on its maximum value at the value for k that equals
the number of colors in the corresponding symbol ROI.

5.2 Prediect the depleted cartridge
After we know the optimal number of clusters for the

color text characters in one symbol ROI, we can use the K-
means algorithm to classify the text characters, and each
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cluster includes the same color text characters, as shown in
Figure 9 (a). This will be very useful to detect the depleted
cartridge. For each text character color in the master symbol
ROI, we can extract the same color corresponding text char-
acters from the test symbol ROI, and calculate the average
Ctest, Mtest, Ytest, and K test values, as shown in Figure 9
(b). In our algorithm, the C, M, Y , and K values range from
0 to 1. If the error between the master color channel value
and the corresponding test color channel value is more than
0.1, the corresponding cartridge is depleted. For example, in
Figure 20, the cartridge that is predicted to be depleted is the
magenta cartridge.

Figure 9: The text colors extracted from the master symbol
ROI.

6. Conclusion
In this paper, we proposed a text fading defect detection

and classification method. The input consists of master sym-
bol ROIs and the corresponding test symbol ROIs. And the
output is the text fading defect feature vector, rank classifi-
cation, and the predicted empty cartridge. To achieve this
result, we design three parts in our procedure: text character
alignment, text fading classification, and prediction of the de-
pleted cartridge. In the first part, we use an image registra-
tion algorithm to align the test symbol ROI based on the mas-
ter symbol ROI. Then, we use the median threshold bitmap
algorithm to do the text character alignment. In the second
part, we transform the color space to CIE L∗a∗b∗ and extract
the ∆E value between the master and test text characters.
We deploy these useful features to classify the rank of the
text fading defect in the test symbol ROI. In the third part,
we first calculate the number of text colors in one symbol ROI,
and for each color, we extract the master text characters and
the corresponding test text characters. We transform these
text characters to CMYK color space, and compare the differ-
ence between the average text color values in the master and
test ROIs to predict the depleted cartridge.
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