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Abstract
In the manual forestry, the worker carries his equipment to a

tree by foot. There the tree is felt and processed. Depending on the
surrounding, this needs more or less time. This paper automati-
cally analyses the needed time for different activities. Therefore,
the worker gets an estimate of his time spends on different tasks
and can estimate his productivity. The approach uses therefor a
mobile phone and a smartwatch. This work could also be used
to conduct general time studies for time and equipment compari-
son. The focus is on the frequency analysis, feature creation and
the obstacles, such as asynchrony of the recordings and labeling
errors during the annotation of the ground truth, which are de-
scribed and calculated.

Introduction
Manual woodwork is a crucial part of ecological foresting.

Usually, contracts are assigned and paid in a per tree or area base
with a minor variation on the actual environment. The compensa-
tion salary is base on studies from around 1990. While the used
machinery has improved over the years and ecological forest are
mainly located on hard to access terrain, the fees for the worker
stayed similar. The woodworker has to decide daily if an offered
contract is financially feasible and therefore need a more reliable
and easy way to determine their actual earnings. We propose a
solution witch automatic recognizes the time needed for multiple
processed in felling a tree. Additionally, this method only uses
commercially available hardware like mobile phones and smart-
watches. This not only helps the woodworker to get a better esti-
mation of his spend time but also the possibility to compare dif-
ferent equipment without to conduct an expensive study.

Related Work
Hardware for Data collection

In the early stages of human activity recognition, the re-
searchers used specially developed boards to classify gestures.
Like in the much-cited work of Bao and Intille [3] and there five
board equipment and placement of multiple sensors over the howl
body. His lead to very unnatural environments for the probands.
Same goes for other work like the recognizing of workshop ac-
tivity by Lukowicz et al. [11]. Thanks to modern hardware like
mobile phones this constraint is not given anymore. With the in-
creasing number of integrated sensors, external sensors could be
omitted [9]. But there are still the problems of placing the data
logger on the body. Another problem is which data to log. This
includes the acceleration which was shown to be the most crucial
sensor for activity detection since it provides the most significant
information content as concluded in [6]. However, the integration
of further sensors can improve the detection rate. Therefore all
available data is collected and later evaluated, which information
is best used for the given activities.

Data labeling
Since there exists no ground truth or publicly available data

set, the focus of this work is also the recording and annotation
of training data in the field of semi-automated forest work. In
addition to the pure recording of the acceleration/audio date the
performed activity must also be recorded. This can be done under
observation by the experimenter as in [13]. The subjects can also
record the data themselves, such as by manually registering the
times [3], pressing a start/stop button [6] or using the software on
a mobile phone [8]. For this purpose, all activities were recorded
with two cameras at the same time. This should simulate the an-
notation by an observing examiner and the worker himself. This
was done because all other methods influence the workflow of the
recorded person. To annotate the data, experts are needed which
have to watch the recordings and label them. This is necessary
for the training of the applied algorithms. In the process, it was
tried not to influence the subject so that the recordings can reflect
the same situation as in the real world. In long-term studies in
which the subjects record their annotations afterward, it can come
to recall bias and inconsistencies [5]. Despite the exact timing and
synchronization of the recordings, it is still possible to get inaccu-
rate timing. Also, confusion or erroneous classification of activi-
ties may occur. These errors and inaccuracies complicate further
analysis of the data and influence the ground truth. Despite these
obstacles, the annotation was created days after the actual work in
the woods.

Classification
The use of pure raw data as a basis for machine learning re-

sults in rather poor recognition rates [7]. Instead, it is helpful to
choose an alternative representation of the data with which the
classifiers can work more efficiently. For this purpose, features
are calculated from the raw data. Possible features include av-
erage, standard deviation, mean absolute deviation, the time be-
tween two peak values [9], working energy, entropy, correlation
[3] and features in the frequency domain such as the frequency
domain entropy [12]. In examining these features it quickly be-
comes apparent that many features contain redundant information
and the detection rate is not necessarily negatively affected by
omitting individual features [3] sometimes even positive [12]. A
sliding window approach with an overlap of 50% and a window
width in the range of one to two seconds has proved suitable for
calculating these features [SVS08]. As a method of classifica-
tion, k-Nearest Neighbors [14], decision trees [3], [1], and more
models [4] are commonly used. K-Nearest Neighbor is a simple
classification method that requires a lot of computing power with
a large amount of training data and is therefore not suitable for
more complex activity detection. Decision trees offer a high de-
gree of accuracy while at the same time have a moderate computa-
tional effort [13]. Recognizing sensor data with machine learning
algorithms usually requires a lot of computing time depending on
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the algorithm and amount of data recorded. The duration of such
an algorithm can be in extreme cases several hours [2]. For sim-
ple activities such as walking or sitting there are detection rates
of more than 90% achievable. In other activities too. High recog-
nition rates are achieved if the activity is distinguishable from the
moving sequences of other activities. Only in the case of very
similar movements occur a lower recognition rate. But before
a number of achievement should be celebrated the used perfor-
mance metrics should be watched. With the wrong metrics, a bad
model also can achieve a high score. But a predicted label can
not only be measured by the means of occurrences but also by
how many fragmentation or merging occurs. There are dozens of
possibilities for creating a metric [15].

Hardware placement
To find the best placement for the hardware, the subject was

equipped with 3 smartwatches and one mobile phone. The final
recording used was from the right wrist (smartwatch) and chest
pocket (mobile phone). Additionally, the subject was equipt with
a 360 camera on its shoulder and also recorded form a save dis-
tance. The Video was used for annotation. Therefore, one video
was annotated from a different person and one person annotated
two videos. This results whre compared for ground truth and to
determine the variation people annotate the given scene. Finale
also the result of a different combination of sensors where com-
pared. This lead to the answer if one ore more data sources were
helpful. Also where best to place the mobile phone and smart-
watch.

Evaluation Methods
This section summarizes the problems and used methods.

Offset
There are different methods to check the quality of the found

offset. The first and simplest is to calculate the offset of a file
that has been split with a known offset and then compares the
deviation with the calculated. This is not optimal since in reality
there not only exists an offset, but also a phase and amplitude
difference between two files. An alternative is to determine the
offset manual by looking at the wave produced from the audio and
the hearing. This can then be compared with the automatically
found offset.

Cross-correlation
To automatically find the right offset of the audio files the

Cross-correlation was used. The following steps were taken to
calculate the signal correlation:

1. Zero-pad the input signals to at least half of the wave
2. Take the FFT of both signals
3. Multiply the results together
4. Do the inverse FFT of the result
5. Find the position of the highest peak

The zero padding are needed since otherwise the audio over-
laps and this way the signal acts like it zero out to infinity. Oth-
erwise, there is a higher chance to find other peaks, which are not
the right offset of the audio.

Ground Truth
The critical question is, how can optimally combine labels

from multiple annotators used to form the estimate of a ground
truth? Some simple heuristics for combining the labels are a ma-
jority vote, mean and median.In his paper, the majority vote was
used. Still, there is the question for, how accurate was the result.
Therefore the different ground truth was compared by calculation
the confusion matrix with the F1 score.

F1-Score
The F1 score is defined as harmonic mean of precision and

recall as seen in equation eq:F1Score.

F1 = 2 · precision · recall
precision+ recall

(1)

Cohen’s Kappa Score
With the Kappa Score (as stated in equation eq:kappa), a bet-

ter understanding of the labeling is given, especially if some labels
are under and others are over-represented in the number of occur-
rences. This leads to a better score or a single number to compare
how good less represented labels are detected.

κ =
totalAccuracy− randomAccuracy

1− randomAccuracy
(2)

Algorithm
Fourier Transform

The fast Fourier transform converts a signal from its original
domain to a rep- resentation in the frequency domain. The FFT
computes there for the discrete Fourier transform (DFT) and pro-
duces exactly the same result but is much faster For x0, · · · ,xN−1
complex numbers. The DFT is defined by equation eq:FFT

x
k =

N−1

∑
n=0

xne
−2iπkn

N k = 0, · · ·N−1 (3)

The evaluation needs O(N2)5operations and there are N out-
puts. With the FFT this can be reduced to O(NlogN). There are
enough software libraries to calculate die coefficients. Since the
signals are real, the real FFTs (RFFT/IRFFT) saves half of the
computation time by only calculating half of the spectrum.

Energy of a Frequency Band
With the FFT coefficients it is possible to calculate the en-

ergy all frequency bands equation eq:FFTEnergie and also of a
sub band equation eq:FFTSubEnergie

N−1

∑
n=0
|x[n]|2 (4)

m

∑
n=k
|x[n]|2 n ∈ N,n≤ m≤ N−1 (5)

Random Forest
Random Forests is a flexible and easy to use machine learn-

ing algorithm. It creates most of the time greats results even with-
out hyper-parameter optimization. The forest is an ensemble of
Decision Trees, which are trained with the bagging method. Thru
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Recording Hand Automatic Offset
Shoulder Camera 41.472 s 41.5125 s
Stative Camera 1 86.791 s 86.4787 s
Stative Camera 2 1481.17 s 1481.2025 s
Watch Left 0.768 s 0.7975 s
Watch Upper wrist 1.024 s 0.7400 s

Table 1: Offset of Recording

this, randomness is added, which leads to splitting on the best
feature of the subset. The result is a more diverse Tree and a bet-
ter Random Forest. Therefore, the Random Forest incorporates a
random subset of the features.

A random forest for the average sum of decision trees as seen
in equation eq:RandomForest with fb(x) is a decision tree result
and B is the number of decision trees.

f =
1
B

B

∑
b=1

fb(x) (6)

Convolutional Neural Network
A Convolutional Neural Network (CNN) is a learning algo-

rithm which can take in an input and assign importance by learn-
able weights and biases. With enough training, CNN can learn
filters and predict classes. The kernel convolution is a key ele-
ment of CNNs. In its process, it takes a small matrix of numbers
(kernel or filter) and process it over the input and transform the
input based on values from the filter. The feature map values are
calculated according to equation eq:CNN where the input matrix
is f and the filter is h. The indexes of rows and columns of the
resulting matrix are n and m.

Gn,m = ∑
j
∑
k

h j,k fm− j,n−k (7)

Result
Synchronization

With the Cross-correlation, there is usually a peak at the po-
sition with the biggest overlap of the audio file. Compare is the
result of the manual and automatic synchronization. The maximal
difference between the two results in 0.43 seconds.

Ground Truth
The next results are in regards to the reliability of the ground

truth form a different person and cameras. Therefore, several peo-
ple have viewed the footage of one video source. Additionally,
one person also viewed and annotated the footage of different
sources (shoulder and stative camera) within a week of pause.

The κ value of 0.8 is a good indicator, that there is a large
mismatch just between different camera sources. This can be con-
tributed to the fact that the 360 shoulder camera a better view of
the task has. But also when the different person one source an-
notate then the result just gets a κ of only 0.87. This leads to the
problem that the task separation can be arbitrary in some cases.
like when starts the Wedging or is the task part of the preparation
of the tree? Or where is the lin between complementary work like
equipment moving and of preparation for the tree? For example,
is determining where a tree is falling while moving the equipment
already part of the preparation and when it is, how much?

Random Forest
The first comparison of an automatic method is the random

forest against the manual labeled dataset.
The random forest is being trained with all data and labels

with increasing the number of available sources. First only the
audio data of the mobile phone was used. This leads to a terri-
ble result with a negative κ score Table 3. From this, it can be
concluded that the audio data alone is not sufficient to train the
classifier.

With Table 4 the classifier improves since also acceleration
data are now used but only from the mobile phone. The F1 score
is now for felling and complementary work over 0.5 but the entire
F1 score and κ are only at around 0.32. Please note that the F1
score has increased for nearly all labels.

In the last result table 5 is not only the mobile phone but
also the data from the right wristwatch (dominant hand) have been
used. All other comparison resulted in a lower κ and F1 score.
This has led to a further significant improvement in all labels.
This results in a F1 score of 0.598 and a κ score of 0.507.

Convolutional Neural Network
The CNN was only trained on the right smartwatch and mo-

bile phone. This leads to an even better result than the random
forest. The final κ score was 0.710 and an F1 score of 0.800 as
the confusion matrix table 6 shows. The result is overall good and
usable.

Conclution
Thru the mismatch in the ground truth is shown that even ex-

perts can not fully agree on the labeling of one video. Addition-
ally, the mismatch between two different recording sources shows
that a κ and F1 score of 0.8 results in human performance. One
source of data like mobile phone or smartwatch is not enough to
predict the right label and audio with the acceleration of two dif-
ferent recording devises result in the best result. Still, the random
forest result was with a κ of 0.50 and F1 score of 0.59 not really
good. There where many outliers on the hydraulic and mechani-
cal wedging. As a comparison, the CNN resulted in a near-human
performance with a κ of 0.71 and F1 score of 0.80.
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shoulder Camera
comp Work prepar felling mech Wedg proc hy Wedg Score

S
ta

tiv
e

C
am

er
a

comp Work 80823 54302 0 0 10839 1357
prepar 24 46205 2484 0 0 0
felling 440 149 130311 371 0 967
mech Wedg 0 0 0 9507 0 1334
proc 8705 0 0 0 108634 0
hy Wedg 1273 0 262 119 0 57769 κ = 0.800
F1 Score 0,678 0,619 0,982 0,912 0,917 0,956 F1 = 0.844

Table 2: Ground truth of different cameras
Ground Truth

prepar comp Work proc felling hy Wedg mech Wedg Score

P
re

di
ct

ed

prepar 35159 14155 23939 25369 4348 573
comp Work 52813 30171 24800 61509 7254 3785
proc 19560 18000 18185 67219 4574 2389
felling 69341 34278 57821 66693 9051 753
hy Wedg 2188 5970 474 849 181 40
mech Wedg 0 0 0 0 0 0 κ = -0.021
F1 Score 0,249 0,213 0,142 0,29 0,01 0 F1 = 0,181

Table 3: Random forest trained on only audio files of mobilephone
Ground Truth

prepar comp Work proc felling hy Wedg mech Wedg Score

P
re

di
ct

ed

felling 1279 124 130 12 850 0
prepar 16 152 398 63 12 7
comp Work 19 231 554 119 17 22
hy Wedg 4 8 21 4 1 2
proc 360 29 10 1 571 0
mech Wedg 0 0 0 0 0 0 κ = 0.327
F1 Score 0,628 0,255 0,534 0,033 0,472 0 F1 = 0.320

Table 4: Random forest trained on only audio and acceleration data of mobile phone
Ground Truth

prepar comp Work felling proc hy Wedg mech Wedg Score

P
re

di
ct

ed

prepar 409 287 18 3 66 10
comp Work 159 574 10 24 68 8
felling 129 97 1306 581 4 0
proc 17 2 343 843 0 0
hy Wedg 0 3 1 0 61 0
mech Wedg 0 0 0 0 0 15 κ = 0,507
F1 Score 0,543 0,636 0,688 0,635 0,462 0,625 F1 = 0,598
Table 5: Random forest trained on audio and acceleration data of mobile phone and left wristwatch

Ground Truth
prepar comp Work felling proc hy Wedg mech Wedg Score

P
re

di
ct

ed

prepar 546 163 13 2 47 2
comp Work 151 698 10 24 23 6
felling 58 27 1306 187 4 0
proc 17 2 343 1050 0 0
hy Wedg 0 3 1 0 223 0
mech Wedg 0 0 0 0 0 24 κ = 0.710
F1 Score 0,707 0,773 0,802 0,785 0,851 0,857 F1 = 0,800
Table 6: Random forest trained on audio and acceleration data of mobile phone and left wristwatch
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