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Abstract
Contrast sensitivity functions (CSFs) describe the smallest

visible contrast across a range of stimulus and viewing param-
eters. CSFs are useful for imaging and video applications, as
contrast thresholds describe the maximum of color reproduction
error that is invisible to the human observer. However, existing
CSFs are limited. First, they are typically only defined for achro-
matic contrast. Second, even when they are defined for chromatic
contrast, the thresholds are described along the cardinal dimen-
sions of linear opponent color spaces, and therefore are difficult
to relate to the dimensions of more commonly used color spaces,
such as sRGB or CIE L∗a∗b∗. Here, we adapt a recently proposed
CSF to what we call color threshold functions (CTFs), which de-
scribe thresholds for color differences in more commonly used
color spaces. We include color spaces with standard dynamic
range gamut (sRGB, YCbCr, CIE L∗a∗b∗, CIE L∗u∗v∗) and high
dynamic range gamut (PQ-RGB, PQ-YCbCr and ICTCP). Using
CTFs, we analyze these color spaces in terms of coding efficiency
and contrast threshold uniformity.

Introduction and Background
Contrast thresholds describe the minimum difference in lu-

minance or chromaticity that a human observer can detect. Con-
trast thresholds vary with image and viewing parameters, such as
spatial frequency [1], luminance [2], color [3], and the size of the
stimulus [4]. The dependence of contrast thresholds to such pa-
rameters is described by contrast sensitivity functions (CSFs).

Having an accurate CSF is important for image and video
coding applications, as contrast thresholds provide a limit to the
amount of color reproduction error that is noticeable to a human
observer. For example, CSFs were used to create transfer func-
tions for encoding high dynamic range color values [?, 6] in a
perceptually uniform manner. In particular, Perceptual Quantizer
(PQ) is a non-linear function based on Barten’s CSF [5], used to
code High Dynamic Range (HDR) content [6], akin to gamma
encoding used in Standard Dynamic Range (SDR) [7]. For fixed
bit-depth, PQ assigns more code-words to luminance levels with
lower thresholds and fewer code-words to levels with high thresh-
olds, thus maximizing visual quality while efficiently allocating
code-words.

However, many existing CSFs only describe achromatic con-
trast, neglecting the detection thresholds in chromatic directions.
This is true even for Barten’s CSF, meaning that PQ is only appro-
priate for coding luminance, even though the industry standard is
to use PQ for all color channels [8, 21]. In addition, existing chro-
matic CSFs [9, 10] are usually reported in Derrington-Krauskopf-
Lennie (DKL) color space [11], a linear color opponent space that
is physiologically relevant but has limited application outside of

vision science. However, it is not obvious as to how contrast
thresholds in DKL would translate to thresholds in other color
spaces across their color components due to non-linearities such
as PQ encoding.

In this work, we adapt our spatio-chromatic CSF1 [12] to
predict color threshold functions (CTFs). CTFs describe detec-
tion thresholds in color spaces that are more commonly used in
imaging, video, and color science applications, such as sRGB
and YCbCr. The spatio-chromatic CSF model from [12] can
predict detection thresholds for any point in the color space and
for any chromatic and achromatic modulation. In addition, the
CSF was fitted to the data that span 0.0002 cd/m2 (scotopic) to
10,000 cd/m2 (photopic), which makes it appropriate for predict-
ing thresholds in HDR color spaces. Using this CSF, we numeri-
cally solve for detection thresholds in any non-linear color space.
Our work lends insight into the coding efficiency and the unifor-
mity of contrast thresholds in different color spaces.

A Device-Independent CSF
The spatio-chromatic CSF from [12] is the basis for the CTFs

presented in this work. The CSF was developed to account for
contrast threshold measurements from 0.125 cycles per degree
(cpd) to 32 cpd, from 0.0002 cd/m2 to 10,000 cd/m2, and for dif-
ferent hues [15, 16, 14, 13, 17, 18]. A critical feature of this CSF
is that it can accurately describe contrast thresholds for any lumi-
nance and chromaticity combination, meaning we can map con-
trast thresholds from the native color space of the CSF onto color
coordinates of other color spaces.

In Fig. 1, we show the CSF in DKL color space, a linear
transformation of LMS color space:
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(L0,M0,S0) is the white point in LMS color space and
(∆L,∆M,∆S) is the color coordinate with respect to the white
point. For the CSFs in Fig. 1 and the CTFs derived from them, we
used CIE 2006 cone fundamentals [19] and assumed D65 white
point. ∆DKL is the color coordinate in DKL, representing po-
sition along achromatic, red-green, and yellow-violet axes. The

1The code and more details on the spatio-chromatic CSF can be found
at https://www.cl.cam.ac.uk/research/rainbow/projects/
hdr-csf/.
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Figure 1: Spatio-chromatic contrast threshold functions (CSFs)
along the cardinal directions of the DKL color space [12, 13].
Left column: CSFs as a function of frequency. Right column:
CSFs as a function of luminance. Left y-axis: Contrast threshold.
Right y-axis: Contrast sensitivity.

contrast thresholds are expressed using cone contrast, a vector
length in LMS space:

Ccone =

⌜⃓⃓⎷1
3
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)︃2
]︄

(2)

The scale factor 1/3 ensures that Ccone ∈ [0,1]. At threshold, the
probability of detection is Pdet = 0.5. Using DKL space with cone
contrast allows a device-independent representation of the CSF.

The detection thresholds in Fig. 1, as well as for all CTFs, are
for Gabor functions extending a 40 ◦×40 ◦ area. This is approxi-
mately equal to viewing a 75-inch TV from a distance of 260 cm
(3 × the height of the display) and is the same assumption used
to derive PQ [6].

CTFs in Commonly Used Color Spaces
The goal is to find detection thresholds in any color space, in-

cluding those with non-linear transfer functions. To achieve that,
we start from the D65 white point of the target color space, then
search along each axis of the space until we find a color incre-

ment ∆c that yields the detection threshold. For example, con-
sider sRGB. We start at (RD65,GD65,BD65) and search for ∆R
such that (RD65 +∆R,GD65,BD65) results in the Pdet = 0.5, as-
suming a guess rate of 0. To obtain Pdet, we convert from sRGB
to LMS and query the CSF.

Since ∆c is an increment in the non-linear target color space,
not a contrast, we refer to our thresholds increment thresholds or
color increments thresholds, and the functions as Contrast Thresh-
old Functions (CTFs). We show increment thresholds (∆c > 0),
but not decrement thresholds (∆c < 0). This is because the under-
lying CSF has comparable positive and negative contrast thresh-
olds, resulting in similar increment and decrement thresholds in
the target color space.

Below, we report increment thresholds for RGB (SDR and
HDR), YCbCr (SDR and HDR), CIE L∗a∗b∗ and CIE L∗u∗v∗

(SDR only), and ICTCP (HDR only). For SDR, we used the
sRGB non-linearity on ITU-R BT.709 color primaries [20], as-
suming a display luminance range of 0.1 cd/m2 to 100 cd/m2. For
HDR, we used PQ as the transfer function on ITU-R BT.2020
color primaries [21], assuming a display luminance range be-
tween 0.005 cd/m2 and 10,000 cd/m2. The values of the increment
thresholds between SDR and HDR cannot be directly compared
because the SDR color gamut is smaller than that of HDR, mean-
ing an increment threshold of 0.1 corresponds to different amount
of physical change for SDR and HDR.

In addition, all plots show the maximum quantization error
assuming different bit-depths for each color space (horizontal dot-
ted lines). The maximum quantization error is calculated as:

maxεq = 0.5
(︃

vmax − vmin

2b −1

)︃
, (3)

where b is the bit-depth, and vmax and vmin are the maximum and
minimum values to be encoded, respectively. Note that vmin can
be negative for some color channels (e.g., a∗ of CIE L∗a∗b∗).
When the error is above the threshold, quantization artifacts are
likely visible; when the error is below, the artifacts are likely in-
visible, however code-words are wasted.

RGB
We show CTFs in RGB with sRGB non-linearity (Fig. 2),

PQ encoding (PQ-RGB; Fig. 3), and without any non-linearities
at HDR luminance levels (linear RGB; Fig. 4). Without any non-
linearities, thresholds rise with increasing luminance. In com-
parison, the CTFs for sRGB and PQ-RGB are approximately flat,
horizontal lines with respect to luminance, meaning that detection
thresholds for sRGB and PQ-RGB are more uniform than those of
linear RGB as a function of luminance.

The increment thresholds for the green channel are quite low
for both SDR and HDR (Fig. 2 and Fig. 3); indeed, industry-
standard bit-depths (SDR: 8 bits; HDR: 10 bits) are insufficient
for keeping quantization errors below threshold for the green
channel. In comparison, the thresholds for the blue channel are
high, meaning that an uneven distribution of bits across the chan-
nels may be a better coding scheme. For HDR, for example, 12
bits for green, 10 bits for red and 9 bits for blue ensures that all
the quantization steps are near or below the detection threshold.
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Figure 2: sRGB using ITU-R BT.709 color primaries [20]. Top
row: CTF with respect to frequency. Bottom row: CTF with re-
spect to luminance. Left y-axis: increment thresholds. Right y-
axis: quantization error. Dotted grey lines indicate quantization
error for different bit-depths. All CTF figures (Figs. 2–9) follow
the same formatting convention.
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Figure 3: PQ-RGB using ITU-R BT.2020 color primaries [21].

YCbCr
YCbCr [24] is used for compression standards (e.g., High

Efficiency Video Coding [23]), as well as for coding DVD and
Blu-ray video. The first channel is called luma (Y) to differentiate
it from linear luminance; the other two are blue difference (Cb)
and red difference (Cr) from luma. Y is in [0,1]; Cb and Cr are
in [-0.5,0.5]. We only consider ∆Cb,∆Cr > 0, since Cb,Cr = 0 for
D65 and we only report color increment thresholds.

For SDR, YCbCr is a linear transformation of sRGB; the
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Figure 4: Linear RGB using ITU-R BT.2020 color primaries [21].
We do not provide quantization error, since linear RGB is not used
for coding.

sRGB non-linearity is inherited by YCbCr. The sRGB non-
linearity works relatively well for all channels in YCbCr, making
increment thresholds relatively uniform with respect to luminance
(Fig. 5).
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Figure 5: YCbCr using ITU-R BT.709 color primaries [20].

For HDR, there are two possible approaches of encoding
with PQ [21]: (1) apply PQ on linear luminance directly and ac-
quire luma, and (2) apply PQ on linear RGB, and then acquire
luma of YCbCr from non-linear RGB. We report the results of
the latter method, but have found that the two methods yield com-
parative CTFs.

Fig. 6 shows the results. Whereas the thresholds in Cb and Cr
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Figure 6: PQ-YCbCr using ITU-R BT.2020 color primaries [21].

are approximately constant with respect to luminance, thresholds
in Y are only constant at 1 cpd. For all three channels, the CTFs
are less uniform below 10 cd/m2 than above, possibly because the
CSF underlying PQ was designed for 1 cd/m2 to 1000 cd/m2 [6,
5]. The CSF from [12] uses thresholds measured in the entire
luminance range of the HDR gamut [13].

The current standards for image and video coding (SDR: 8
bits; HDR: 10 bits) are insufficient to code Y without noticeable
error, but are sufficient for the chromatic channels, suggesting the
possibility of a coding scheme that better balances code-words
across the channels.

CIE L*u*v* and CIE L*a*b*
CIE L∗u∗v∗ and CIE L∗a∗b∗ are two color spaces adopted

by Commission internationale de l’éclairage (CIE) for color
matching. These spaces are intended to be perceptually uniform,
meaning that one-unit change in color value corresponds to the
same amount of perceived color change, for all colors in the space.
Both color spaces rely on an assumed white point, are limited to
SDR colors, and device-independent. The channels correspond to
the lightness (L*), red-green (u* or a*) and blue-yellow (v* or b*)
chromatic channels. L* is in [0,100], u* and v* are in [-100,100],
a* is in [-500,500] and b* is in [-200,200].

Surprisingly, CTFs in CIE L∗u∗v∗ (Fig. 7) and CIE L∗a∗b∗

(Fig. 8) are not much different from sRGB (Fig. 2) and YCbCr
(Fig. 5), in terms of uniformity; if anything, CIE L∗u∗v∗ and
CIE L∗a∗b∗ CTFs are less uniform across the luminance range.
An explanation is that CIE L∗u∗v∗ and CIE L∗a∗b∗ were largely
optimized for color differences on the equiluminance plane,
whereas our analysis focuses on CTF uniformity across lumi-
nance levels.

Both of these color spaces also require more bits than sRGB
and YCbCr to represent the same color gamut. This is because
CIE L∗u∗v∗ and CIE L∗a∗b∗ were not designed for coding appli-
cations, thus not meant to optimize bits usage.
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Figure 7: CIE L∗u∗v∗ using ITU-R BT.709 color primaries [20].

ICTCP
ICTCP is an HDR color space designed to address the short-

comings of PQ-YCbCr in representing saturated colors [8]. Color
coordinates in ICTCP are non-linear transformations of L, M, and
S-cone responses, using PQ as the non-linearity. The channels
are luma (I), blue-yellow (CT) and red-green (CP). I channel val-
ues are in the range [0,1] while CT and CP are in [-0.5,0.5]. The
thresholds for ICTCP (Fig. 9) have the same shape as those for
PQ-YCbCr (Fig. 6), but the thresholds for chroma channels are
considerably higher. Consistent with the recommendation in [8],
CT and CP require fewer bits compared to I channel. Based on
our results, specifically, CT requires 8 bits and CP requires 9 bits
to stay below detection threshold, whereas Cb and Cr require up
to 11. Chroma sub-sampling is possible with ICTCP, since the in-
crement thresholds for CT and CP are much higher at high spatial
frequencies. This means that ICTCP could be more efficient than
PQ-YCbCr in encoding chroma information.

CTF Uniformity
For coding applications, it is useful to have a metric that

characterizes the uniformity of CTFs across luminance levels.
Here, we propose uniformity error ε ,

εi( f ) = log2

(︃
max
ℓ

∆ci( f , ℓ)
)︃
− log2

(︃
min
ℓ

∆ci( f , ℓ)
)︃
, (4)

where i ∈ {1,2,3} is the index of color channel. ∆ci( f , l) is the
increment threshold for i-th color channel at frequency f and lu-
minance ℓ. The maximum and minimum thresholds are taken over
all luminances ℓ within the color gamut. The units of the reported
error are bits.

Table 1 shows CTF uniformity errors for 1 cpd, which is
close to the peak sensitivity at most luminance levels, and for
4 cpd, which represents higher frequencies. The uniformity er-
rors confirm that, indeed, CTF uniformity varies with spatial fre-
quency, and that small uniformity error at one spatial frequency
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Figure 8: CIE L∗a∗b∗ using ITU-R BT.709 color primaries [20].
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Figure 9: ICTCP using ITU-R BT.2020 color primaries [21].

does not guarantee small error at a different spatial frequency.

The CTF uniformity errors are very large for linear RGB
color spaces. This is why computing color differences in linear
color spaces should be avoided [?]. The errors across other color
spaces are comparable. For all color spaces, the achromatic chan-
nel is the least uniform. For PQ-RGB, the blue channel is more
uniform than red and green. YCbCr is quite uniform, outper-
forming CIE L∗a∗b∗ and CIE L∗u∗v∗ for SDR, as well as ICTCP
for HDR. CP of ICTCP is less uniform than CT, implying that
CP should be treated with more care than CT for chroma sub-
sampling or required bit-depth.

1 cpd 4 cpd

HDR

Linear RGB 18.7, 19.3, 18.4 15.7, 15.2, 16.3
PQ-RGB 0.97, 1.53, 0.60 2.42, 3.09, 1.86

PQ- YCbCr 1.72, 0.80, 1.67 3.38, 1.17, 1.55
ICTCP 1.74, 0.99, 1.42 3.40, 1.30, 2.01

SDR

Linear RGB 8.15, 8.24, 8.07 6.12, 6.06, 6.15
sRGB 3.27, 3.36, 3.18 1.23, 1.18, 1.25
YCbCr 3.36, 2.22, 1.90 1.16, 1.59, 1.81

CIE L∗u∗v∗ 3.71, 3.63, 3.88 1.50, 3.51, 3.12
CIE L∗a∗b∗ 3.71, 2.23, 2.54 1.50, 2.13, 2.09

Table 1: Uniformity errors in commonly used color spaces. Dif-
ferent color spaces order the chroma channels differently, and care
should be taken when comparing across color spaces (e.g., Cr of
YCbCr represents the red difference and is analogous to u*, not
v*, of CIE L∗u∗v∗).

General Discussion
We presented CTFs in SDR (sRGB, YCbCr, CIE L∗u∗v∗,

CIE L∗a∗b∗) and HDR (PQ-RGB, PQ-YCbCr, ICTCP) color
spaces based on the spatio-chromatic CSF in [12] and determined
the minimum bit-depth required to keep quantization errors below
visible thresholds. For all color spaces, we found that bits should
be unevenly distributed across color channels in order to ensure
quantization artifacts stay below threshold (e.g., for ICTCP, 12
bits for I, 8 bits for CT, 9 bits for CP). It should be noted that the
CTFs were computed for detecting color differences from D65,
meaning that the recommendations may not hold for differences
from other colors, especially highly saturated ones.

We also proposed a metric for assessing the uniformity of
CTFs. For both HDR and SDR, we found that YCbCr CTFs tends
to be the most uniform. CIE L∗a∗b∗ and CIE L∗u∗v∗ CTFs were
not very uniform, likely because they were based on color dif-
ferences on the equiluminance plane (MacAdam ellipses) while
our error metric focuses on the CTFs uniformity across the lumi-
nance range. Indeed, our analysis is limited to CTF uniformity
across luminance levels. It neither accounts for perceptual unifor-
mity across chromaticities, nor for uniformity of CTFs on other
background colors. A more comprehensive analysis with a global
uniformity metric would be an informative line of future research.

A remaining question is how to generalize the recommen-
dation on required bit-depth across spatial frequencies. Here, we
provided CTFs as a function of both spatial frequency and lumi-
nance. For real-life applications, where the image consists of mul-
tiple spatial frequencies, the CTFs must be combined to yield a
single threshold per luminance. One possibility is to compute the
minimum-threshold envelope over the spatial frequencies; this is
the same conservative assumption made for PQ and other transfer
functions, where the sensitivity is taken to be the peak sensitivity
at each spatial frequency [?, 6]. This assumption, however, could
be too conservative for many applications. If a specific application
is well-understood, CTFs could be combined using a less conser-
vative method that is customized to the problem. For example, if
the main concern is the visibility of banding artifacts, it is pos-
sible to combine the spatial frequencies according to the Fourier
spectrum of banding artifacts [?, ?].

In summary, our work highlights the shortcomings of exist-
ing commonly used color spaces, and provides a foundation for
deriving more efficient perceptual transfer functions that can be
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used in digital imaging applications.
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