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Abstract
Print quality (PQ) is most important in the printing in-

dustry. To detect and analyze print defects is an effective so-
lution to improve print quality. As the different types of print
defects appear in different regions of interest (ROI) in the dig-
ital image of a scanned page, extracting the different ROIs
helps to detect and analyze the printer defect. This paper pro-
poses a method to extract different ROIs based on the digital
image object map [1], which includes three different labels:
raster (images or pictures), vector (background and smooth
gradient color areas), and symbol (symbols and texts). Our
ROI extraction method will extract four kinds of ROIs based
on these three labeled objects. So we need to distinguish the
background area and smooth gradient color area (color vec-
tor) from other vector objects. The process of the ROI extrac-
tion method includes four parts; and each part will extract
one kind of ROI. For the color vector and background ROI ex-
traction part, we develop two approaches: one is to obtain the
maximum area rectangular ROI; and the other approach is
to extract the deepest rectangular ROI. With both of these two
methods, we use a greedy algorithm to gather additional use-
ful ROIs. In the final result of the ROI extraction process, we
only save the left top and right bottom positions for each ROI.
In the end, we design a Matlab GUI Tool and label the ROI
ground truth manually. We calculate the intersection over
union (IoU)) between the ROI extraction result and the ROI
manually labeled ground truth to evaluate our ROI extrac-
tion algorithm, and check whether it is good enough to crop
different ROIs from the image of the scanned page to detect
and analyze print defects.

1. Introduction
The electrophotographic (EP) process widely used in a

modern laser printer is susceptible to various print defects.
As different frequency halftone screens and toners may used
in different regions of the image based on the customer con-
tent, this influences only one kind of area, including the spe-
cific print defects that may occur. For example, the text fading
defect only happens in the symbol ROIs, color fading defects
happen in raster and color vector ROIs [3], and streak de-
fects may happen anywhere on the printed page [4]. Based
on these reasons, we should extract different ROIs from the
digital image before we detect and analyze the print defects.
This ROI extraction process is different from that developed
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for analyzing inkjet printed functional biosensors [2]. This
paper proposes a ROI extraction method based on the digi-
tal image object map [5], which includes three different ob-
jects: raster (picture or photo areas), vector (background and
smooth gradient color areas), and symbol (symbol and text
areas), as is shown in Figure 1. In the object map, we use
blue color to label symbol pixels, red color to label raster pix-
els, and green color to label vector pixels. The digital master
image and the object map are the input to the ROI extrac-
tion algorithm. The output is the four kinds of different ROI
results: symbol, raster, color vector, and background ROIs,
as shown in Figure 2. We distinguish between the color vec-
tor area (uniform or gradient color) and background area (no
color) region in the vector object in the object map. Each ROI
is a rectangular area of the page.

Figure 1: Input images: master image and object map

Figure 2: ROI extraction result: symbol, raster, color vector,
and background ROIs

In the ROI extraction process, we prefer to make the ROI
rectangular area for each type of ROI as big as possible, be-
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cause in a large rectangular area, it is easier to detect and
analyze print defects. Based on this requirement, we design
two methods to crop color vector and background ROIs. One
approach uses the 2-D “Chessboard” distance [6] to calculate
the depth of the interest region and extract the deepest rect-
angular area. Another method calculates the maximum area
rectangular area of interest region [7]. Because only obtain-
ing the deepest and maximum rectangular ROI is not suffi-
cient to detect and analyze all the printer defects on the test
page, we use a greedy algorithm [8] to get more useful ROIs.

We will cover the details of the ROI extraction process,
and the evaluation results in the following sections.

2. Region of interest(ROI) extraction

Figure 3: The overall pipeline of ROI extraction

In this section, we introduce the details of the ROI ex-

traction process. The overall pipeline of the proposed method
is shown in Figure 3. It includes four parts: 1. Raster ROI
extraction; 2. Symbol ROI extraction; 3. Color vector ROI
extraction; 4. Background ROI extraction. Because the the-
ory of the methods to extract the color vector ROIs and the
background ROIs are the same, and background ROIs ap-
pear more frequently, we only introduce the background ROI
extraction process.

First of all, we have two input images: the master image
and the corresponding object map. Because the object map
includes three different objects, we use it to produce three
object maps first, as shown in Figure 4. They are the symbol,
the raster, and the vector object maps (only the white color
region is the object area).

Figure 4: The input images: master image, consolidated ob-
ject map, and three separated object maps.

2.1 Raster ROI extraction
In the raster ROI extraction process, we do the morpho-

logical operations [9] on the raster object map initially, as
shown in Figure 5 (a), to remove imperfections. We account
for the form and structure of the image by using the average
connected symbol component height as the morphological op-
eration kernel size. We first do the dilation operation, and
then continue to do the erosion operation. After the morpho-
logical operations, most of the raster areas will be connected;
and we use the connected components algorithm to generate
a new raster object map and use the bounding boxes [10] to
label each connected raster component. For the new raster
object map, we separate all the raster ROIs under three con-
ditions to remove the symbol objects:

1. The raster object pixels account for more than 80% of
the bounding box of the raster connected component.
Under this condition, the bounding box of the connected
component is retained as a raster ROI.

2. The raster object pixels account for more than 20% of
the bounding box of the connected component; but sym-
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bol object pixels occupy none or less than 20% of the re-
maining area. Under this condition, the bounding box
of the connected components is still retained as a raster
ROI.

3. The raster object pixels account for more than 20% of
the bounding box of the connected component, but there
is more than 20% area of the symbol object pixels in the
remaining area. In this condition, we cut off the small-
est rectangular area, which includes all symbol objects.
The remaining area is retained as a raster ROI.

After processing the bounding box of each raster con-
nected component [11], we get a new raster object map. We
use the connected component algorithm again and remove
the small raster connected components, as shown in Figure
5 (b). There are three thresholds to remove the small raster
ROIs: the width of the raster ROI is more than 10% of the
page width; the height of the raster ROI is more than 10% of
the page height; and the area of the raster ROI is more than
5% of the page area. The bounding boxes of the connected
components of the raster object are the raster ROI result,
shown in Figure 5 (c), where only the white areas are the
ROIs. Figure 5 (d) shows the raster ROIs and master image
blending image.

Figure 5: The raster ROI extraction process.

2.2 Symbol ROI extraction
After we extract the raster ROIs, we will extract the

symbol ROI using the symbol object map and the raster ROI
extraction result. In the symbol object map, most of the sym-
bol area is comprised of text characters, and they are not con-
nected. In the symbol ROI extraction part, we want to crop
the largest rectangular areas that include the symbol objects.

Firstly, we still use the connected component algorithm
for the symbol object map to label each independent text char-
acter. We observe the distance between adjacent elements of
each connected component in one paragraph, shown in Figure
6 (sample image scanned at 600 dpi). Based on the observed

Figure 6: The observation of symbol text characters.

Figure 7: The big symbol ROI extraction result.

Figure 8: The symbol ROI result.
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result, we use the average height of the text character con-
nected components as the morphological operations kernel
size to process the dilation followed by erosion for the sym-
bol object connected component result.

After this step, all the text characters in one paragraph
will be connected, as shown in Figure 7 (b). This connected
symbol ROI result will be used to extract the significant sym-
bol ROIs. We use the bounding box for the new symbol object
map connected components to get the significant symbol ROI
result, as shown in Figure 7 (d).

In this significant symbol ROI extraction result, we find
that it may include a raster object. In this condition, we need
to cut off the smallest rectangular area from the symbol ROI
while trying to retain the symbol ROIs as much as possible.
In Figure 8 (a), we find there are two ways to cut off the raster
object: one is to cut off the red box Area 1 (horizontal cut); an-
other is to cut off red box Area 2 (vertical cut). In the general
case, we want to cut off the small red area to keep as much of
the symbol ROI as possible. In this condition, we will cut off
the blue box, which includes the green box raster object and
red box Area 2. After this step, we get the final symbol ROI
result, shown in Figure 8 (b). Note that this entire process is
predicated on the requirement that ROIs have a rectangular
shape.

2.3 Color vector and background ROI extraction
The methods to extract color vector and background

ROIs are essentially the same. The difference is that a color
vector ROI is a printed uniform color area; and the back-
ground ROI does not have color. As most of the images in-
clude background areas, not color vector areas, we only show
how to extract background ROIs.

Figure 9: The preprocessing steps for the background object
map.

First of all, we should separate the color vector objects
and background objects in the original vector object map, be-
cause the color vector and background belong to the vector

object in the original object map. In the following introduc-
tion, we only use the background object map. In our sample
master image Figure 9 (a), the green color in the object map
labels the vector object, as shown in Figure 9(b).

To extract the background ROIs, we need to mask the
symbol and raster ROIs in the background object map, as
shown in Figure 9 (c). In the mask background object map,
the white area is the region of interest. We want to crop the
largest rectangular area from the white region of interest. To
reduce the calculation, we use a block window to separate the
background object map and detect the big smooth area. We
use a 300 pixels×300 pixels window to identify significant
background areas. For each block, if it includes a symbol ROI,
or a raster ROI, it will be labeled as a block that is not of in-
terest (black). Otherwise, it will be marked as a block that is
of interest (white). The process result is shown in Figure 9
(d).

To extract the largest rectangular ROI from the back-
ground big smooth area, we design two methods: one is to cal-
culate the 2-D “Chessboard” distance to extract the deepest
rectangular ROI; another is to calculate the maximum rect-
angular area in the background significant smooth region.

2.3.1 Deepest ROI extraction
We use the 2-D “Chessboard” distance [6] to extract the

deepest rectangular area from the background big smooth
area. The “Chessboard” distance is a metric defined on a
vector space where the distance between two vectors is the
greatest of their differences along any coordinate dimension.
If the points P and Q have Cartesian coordinates (x1, y1) and
(x2, y2) in an image, their “Chessboard” distance is:

DChessboard = max ( |x1 − x2|, |y1 − y2| ) (1)

Figure 10: “Chessboard” distance to extract deepest back-
ground ROI.

To apply this metric here, we assign each pixel in a back-
ground ROI a value that is equal to its “Chessboard” distance
to the nearest boundary of the ROI. We use 2-D “Chessboard”
distance to extract the ROI because the shape of the dis-
tance map looks like a set of rectangles. We calculate the 2-D
“Chessboard” distance for the background big smooth area
image and get the distance map. As we want to see the
distance intuitively, we normalize the distance to 0 − 255,
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as shown in Figure 10 (a). The larger distance pixels will
be more white in this normalized 2-D “Chessboard” distance
map. Based on this reason, we extract the deepest rectangu-
lar area from the background big smooth area, as shown in
Figure 10 (b).

2.3.2 Maximum area ROI extraction
Another way to identify the largest rectangular back-

ground ROI is to calculate the maximum rectangular area
within the background big smooth region [7]. We should save
the background big smooth area image as a binary image.
The object pixels have value 1, and the other pixels have
value 0. So we will have the binary background object ma-
trix. In this paper, we use a small binary Matrix A, as shown
in Figure 11 (a), to explain this calculation process. We then
use the algorithm shown below to get the accumulation Ma-
trix B, as shown in Figure 11 (b). The pseudocode of the algo-
rithm is shown in Algorithm 1.

Algorithm 1 ACCUMULATION MATRIX

1: for row i do
2: for col j do
3: if A[i, j]== 1 then
4: B[i, j]= A[i, j]+B[i−1, j]
5: else if A[i,j]==0 then
6: B[i, j]= A[i, j]
7: end if
8: end for
9: end for

Figure 11: Binary object matrix and accumulation matrix.

In this algorithm, we process pixel by pixel from left to
right and from top to bottom. If the pixel in the object matrix
has value 1, the corresponding position of the accumulation
matrix will be 1 plus the value above this pixel. If the pixel
in the object matrix is 0, the corresponding position of the
accumulation matrix will be 0. After processing all the pixels,
we get the accumulation matrix.

With the aid of the accumulation Matrix B, the maxi-
mum rectangular ROI for each row of the Matrix B can be
calculated. Here, we take the Row 5 in Figure 12 (a) as an
example to show how to calculate the maximum rectangular
ROI for one row of Matrix B. We first generate the bar graph
of Row 5, which two dimensions are the element indices in the
corresponding column and its corresponding element value,
respectively, as shown in Figure 12 (b). After the bar graph is
plotted, we calculate all possible rectangular areas that can

be formed from each bar itself, or that bar combined with
bars to the left of it, to obtain our rectangle area Matrix C, is
shown in Figure 12 (c).

For example, the first row of the Matrix C corresponds
to all the possible rectangular areas that the first bar can
have in Figure 12 (b). The first bar, itself, has a rectangu-
lar area of 2 (height × width); and there are no other bars
to the left of it. So, there is only one rectangular area for
the first bar; and the elements of the first row in the rectan-
gular area Matrix C are [2, 0, 0, 0, 0]. For the second bar
in the bar graph, its rectangular area is 4, and the largest
rectangular area of the combined second bar and the first bar
(the bar to the left of the second bar) is 4. Since there are
no other bars to the left of the second bar except for the first
bar, there are two rectangular areas for the second bar, each
with area 2. So we have that the second row of the Matrix C
is [4, 4, 0, 0, 0]. For the third bar in the bar graph, its area
is 5, and the largest rectangular area of itself and the second
bar (the bar to the left of the third bar) is 8. We continue
to merge the third bar, second bar, and first bar to calculate
the maximum rectangular area of 6. Because there are no
other bars to the left of the third bar, except for the first bar
and the second bar, there are three rectangular areas for the
third bar; and we complete the third row of the Matrix C by
recording the calculated maximum rectangular areas, which
are [5, 8, 6, 0, 0]. Similarly, we calculate all possible rectan-
gular areas of the remaining bars in the bar graph to obtain
the final rectangular area Matrix C. Based on Matrix C, we
can find the maximum rectangular area for Row 5 in Matrix
B, which is 9. The corresponding rectangular area is labelled
by the dotted red lines in Figure 12(b).

Figure 12: Calculate the maximum rectangle for one row.

Algorithm 2 MAXIMUM RECTANGLE

1: for row i do
2: for col j1 do
3: for col j2 < j1 do
4: Calculate the maximum area between j1 and j2
5: if Current Calculation Area > Record Maximum

Area then
6: Update the record maximum area
7: end if
8: end for
9: end for

10: end for

We can process all the rows of Matrix B by using the
same method. Then, the maximum rectangular ROI of all
the rows, as represented by the element with largest value in
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the Matrices C for all the rows, is the maximum rectangular
ROI for the whole page. The pseudocode of this maximum
area rectangle algorithm is shown in Algorithm 2, which de-
termines the largest area rectangular region within the back-
ground big smooth region.

After executing these two algorithms using the back-
ground big smooth image, we get the maximum background
area rectangle ROI, as shown in Figure 13.

Figure 13: The maximum background area rectangle ROI re-
sult for the image shown in Figure 9.

2.3.3 Use of the greedy algorithm to improve the
ROI extraction result

In the background ROI extraction method described
so far, we only find the deepest or maximum rectangular
background ROI. This is not sufficient to detect all the
print defects in the background region of the page. In the
background big smooth area image a lot of background area
remains be extracted. Here, we use a greedy algorithm [12]
to recursively extract a ranked list of ROIs according to the
deepest rectangle method and the maximum area rectangle
algorithm.

The greedy algorithm for extraction of a set of ROIs,
according to the deepest ROI rectangle method is shown in
Figure 14 (a):

1. Set a threshold for the smallest deep rectangular area
that may include a defect. For this 600 dpi sample, we
set it to be 300 pixels = 0.5 in;

2. Use the “Chessboard” distance to find the deepest rect-
angle from the background big smooth area image;

3. After extracting the deepest rectangle, mask this area
as not being of interest;

4. Then, find the new deepest rectangle in the new “Chess-
board” distance image.

5. Repeat Steps 2-4 until the minimum dimension of the
deepest rectangle that is found is below the threshold.

The results from using the greedy algorithm for extrac-
tion of a set of ROIs, according to the maximum area rectan-
gle ROI extraction method is shown in Figure 14 (b):

1. Set a threshold for the smallest useful rectangular area.
For this 600 dpi sample, we set it to be 300 pixels×
300 pixels×10= 0.5 in×0.5 in×10= 2.5 in2;

2. Use the same maximum area rectangle algorithm
shown before to extract the maximum area rectangle
from the background big smooth area image;

3. After extracting the maximum area rectangle, mask
this area as not being of interest;

4. Then, find the new maximum area in the image.
5. Repeat Steps 2-4 until the area of the maximum area

rectangle that is found is below the threshold.

Figure 14: The greedy algorithm application.

After all, we get the background ROI result, as shown in
Figure 15. The sequence of ROI extraction results for max-
imum area and deepest rectangle ROI based on the greedy
algorithm is Red, Green, Yellow, Magenta, and Cyan. Black
is the region that is not of interest.

Figure 15: The background ROI extraction result after appli-
cation of the greedy algorithm.

Because the structure of the color vector object map is
the same as that of the background object map, except that
the color vector has color and the background is white, we use
the same method to extract the color vector ROIs.

After we extract the background and color vector ROIs,
we have completed the entire ROI extraction process.

3. Experimental results
Before applying this ROI extraction algorithm to a print

quality analysis system, we prefer to evaluate the ROI ex-
traction algorithm result [13]. Here, we designed a MAT-
LAB GUI tool [15], and manually labelled 100 page images
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to generate ground truth. In this MATLAB GUI tool, we use
a cursor to choose the left top and right bottom pixels of each
ROI rectangle area, and choose the corresponding ROI label
to save. After we label the image ROIs’ ground truth, the
MATLAB GUI tool uses rectangles of four different colors to
show all four kinds of the labeled ROI ground truth areas, as
illustrated in Figure 16.

Figure 16: The MATLAB GUI tool.

To evaluate the ROI extraction algorithm result, we
use the intersection over union (IoU) method [14]. The ex-
perimental results are shown in Table 1. Here, “Deepest”
means that the ROIs were extracted using the Deepest rect-
angle method; and “Maximum” means that the ROIs were ex-
tracted using the Maximum area rectangle method. Because
the Maximum Area ROI extraction method IoU experimen-
tal results are much better than the Deepest ROI extraction
results, we use the Maximum Area ROI extraction method
in the image quality analysis system to extract the different
ROIs from master images.

Table 1: ROI extraction algorithm experimental results.

ROI Type IoU Accuracy
Raster 86.46%
Symbol 84.43%
Color Vector (Deepest) 73.00%
Background (Deepest) 68.00%
Color Vector (Maximum) 87.00%
Background (Maximum) 81.00%

4. Conclusion
This paper proposed a method to extract the different

ROIs based on the digital image object map, which includes
three kinds of labels: raster (pictures or photos), vector (back-
ground and smooth gradient color areas), and symbol (sym-
bols and text). The ROI extraction method extracts four types
of ROIs based on the three kinds of labeled objects because
we distinguish between the background and smooth gradient
(color vector) regions, both of which are classified as vector in
the object map. The process of the ROI extraction method in-
cludes four parts. Each part will extract one type of ROI. We
developed two methods to obtain the color vector and back-
ground ROIs: one is to get the deepest rectangular ROIs;
the other is to capture the maximum area rectangular ROIs.

We also use a greedy algorithm in the color vector and back-
ground ROI extraction processes to get the most useful set of
ROIs.
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