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Abstract
Print quality (PQ) is most important in the printing in-

dustry. It plays a role in users’ satisfaction with their prod-
ucts. Page quality will be degraded when there are print qual-
ity defects on the printed page, which could be caused by the
electrophotographic printer (EP) process and associated print
mechanism. To identify the print quality issue, customers
have to consult a printer user manual or contact customer
service to describe the problems. In this paper, we propose
a comprehensive system to analyze the printed page automat-
ically and extract the important defect features to determine
the type and severity of defects on the scanned page. This sys-
tem incorporates many of our previous works. The input of
this system is the master digital image and the scanned im-
age of the printed page. The comprehensive system includes
three modules: the region of interest (ROI) extraction module,
the scanned image pre-processing module (image alignment
and color calibration procedure), and the print defect analysis
module (text fading detection, color fading detection, streak
detection, and banding detection). This system analyzes the
scanned images based on different ROIs, and each ROI will
produce a printer defect feature vector. The final output is the
whole feature vector including all the ROI feature vectors of
the printed page, and this feature vector will be uploaded to
customer service to analyze the printer defect.

1. Introduction
The electrophotographic (EP) process widely used in a

modern laser printer is susceptible to various print defects.
In the traditional method, the diagnosis of print defects re-
quires the customer to print a professionally designed test
page, and an expert to visually evaluate the printed page.
This process is very costly and time-consuming [1]. On the
other hand, there are many image quality analysis algo-
rithms to detect print defects, such as streaks [2], banding
[3], and color fading [4]. Each of these printer defect detec-
tion methods can only detect one printer defect. In this pa-
per, we propose a comprehensive system that can automati-
cally diagnose a customer’s printer for many different printer
defects without any human intervention. The input to this
system is the digital master image and the scanned test im-
age, shown in Figure 1, and the output of this system is the
printer defect feature vector of the scanned test image. The
printer defect feature vector will be uploaded to the service
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provider server to analyze the printer problem.

Figure 1: Four kinds print defects samples.

In this comprehensive system, we integrate many of our
previous works, such as image alignment [5], an object map
generation procedure [6], a region of interest (ROI) extraction
method [7], and a text fading detection method [8]. We modify
these image processing methods, and combine them in this
image quality analysis system.

Our comprehensive image quality analysis system in-
cludes three main modules. In the first module, we use the
master image to produce the object map based on the cus-
tomer content and use the object map to extract four different
kinds of ROI from the master image. The four kinds of ROI
are symbol (text characters area), raster (image or graph-
ics area), vector (uniform or gradient color area), and back-
ground (no color area). In the second module, we will process
the scanned test image using the master image. This process
includes image registration and color calibration. In the third
module, we extract the defect feature vectors based on the dif-
ferent ROIs, because different ROIs include different printer
defects. After the analysis process, each ROI will produce one
feature vector. Finally, the system output is a feature vector
that combines all the ROIs’ feature vectors. We will cover the
detail of this system in the following sections.
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2. The comprehensive system procedure
In this section, we introduce the details of the compre-

hensive image quality analysis system. The overall pipeline
of the proposed method is shown in Figure 2. It will in-
clude five parts: 1. Object Map Procedure; 2. ROI Extrac-
tion Method; 3. Image Alignment; 4. Color Calibration; 5.
Feature Vector Extraction.

Figure 2: The overall pipeline of the comprehensive system
for analyzing the presence of print quality defects.

As we introduced before, there are two input images for
this comprehensive system: the master image and the corre-
sponding scanned test image. First of all, we should check
whether there are ROI extraction results of the master im-
age stored in a file from a previous analysis of this page con-
tent. If there is no corresponding ROI extraction result, the
system will process the master image to get the object map,
and based on the object map produce the ROI extraction re-
sult. This ROI extraction procedure will label the rectangular
area of four kinds of different ROI: symbol, raster, vector, and
background. In the second step, the system will use the mas-
ter image to do the image alignment and color calibration [8]
for the scanned test image. Then, we can get the aligned test
image. The system will use the master image ROI extraction
result to crop the master image and the aligned test image to
get the corresponding ROI images. There will be many cor-
responding ROI images, but they each belong to one of the
symbol, raster, vector, and background types of ROI. Finally,
the system will extract the feature vector for these four dif-
ferent kinds of ROI. Finally, we will combine all the feature
vectors and save them. The printer can then send just this
small feature vector to the service provider support center to
get the print defect detection result.

2.1 Object map procedure
The first step of this analysis system produces an ob-

ject map based on the master image. Note that we initially
classify the background ROIs as vector objects. We will show
how we separate vector ROIs and background ROIs from vec-
tor object in Sec. 2.2. The object map is an image; and each
pixel of this image is labeled by the corresponding type, such
as symbol, raster, vector. We show an object map sample in
Figure 3. Figure 3 (a) is the input master image, and Figure
3 (b) is the output object map in which three types of object
are represented by different colors: red for the raster objects,
blue for the symbol objects, and green for the vector objects.
The different objects in the input master image have different
properties: the symbol object is small, and has sharp edges
with a smooth interior (text characters); the vector object is
large, and the color changes smoothly (figure or graph); the
vector object is large, and the color changes very smoothly
without a visible edge (uniform color area).

Figure 3: The input and output of the object map procedure.

In the object map procedure, we use two features: the
size of an object and the edge sharpness of the object to clas-
sify the component, and we use the Sobel edge detection filter
[9] to extract these two features. The Sobel edge detection fil-
ter contains two 3×3 mask windows, one to detect horizontal
gradients and another to detect vertical gradients:

Gc
x =

−1 0 +1
−2 0 +2
−1 0 +1

∗Mc Gc
y =

+1 +2 +1
0 0 0
−1 −2 −1

∗Mc

The edge magnitude (EM) is defined as:

EM [i, j]= 1
3

∑
c=r,g,b

√(
Gc

x [i, j]
)2 + (

G y [i, j]
)2 (1)

In Equation 1, M is the master image; c is the super-
script for the r, g, or b channel; Gc

x is the x direction filter
processed master image c channel result; Gc

y is the y direc-
tion filter processed master image c channel result; the ∗ rep-
resents 2D convolution; and [i, j] is the pixel position.

After getting the EM, we set two threshold values:
Ts_edge (strong edge threshold) and Tw_edge (weak edge
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threshold), to separate all the pixels into three different parts
and use them to produce three different maps: Strong Edge
Map (EM > Ts_edge), Non-Strong Edge Map (Tw_edge <
EM < Ts_edge), and Non-Edge Map (EM < Tw_edge). The
Ts_edge threshold is higher than the Tw_edge threshold. We
use the connected components algorithm [10] for these three
object maps to get the symbol object edges, symbol object in-
teriors, and vector objects. Figure 4 shows the pipeline of the
object map procedure.

Figure 4: The pipeline of the object map procedure.

Figure 5: Sample images from the object map procedure.
In Figure 5, we show sample images illustrating how

the object map procedure works. In the beginning, we use
an RGB color image as an input master image and convert

it from RGB color space to gray scale. Then, we can use the
Sobel operator filter to process the gray image and get the
edge magnitude (EM) result. In the second step, we use two
thresholds to generate three binary images: SEM, NSEM,
and NEM. The pixels we are interested in each binary image
are the white pixels, which satisfy the threshold condition.
If we observe these three images, we can find all the white
pixels in the SEM are the edge pixels of symbol objects and
raster objects. In the NSEM image, all the white pixels are
the interior pixels of symbol, raster, and vector; but they are
not connected. We can use the connected components algo-
rithm to remove each big interior area and get the symbol
object. In the NEM, the white pixels are also interior points.
We can use it to extract the big uniform color areas. After
we get the symbol objects and vector objects, the pixels that
are un-labeled are raster objects. Finally, we can produce an
object map.

2.2 ROI extraction procedure
In the ROI extraction module, we want to extract four

types of rectangular ROIs based on the object map. There are
only three different labels in the object map, so we will dis-
tinguish the background ROI and color vector ROI from the
original vector object in the object map. The input to this ROI
extraction module is the master image and object map, and
the output is the symbol, raster, color vector, and background
ROI, such as is shown in Figure 6.

Figure 6: The input and output of the ROI extraction proce-
dure.

In this ROI extraction procedure, we extract three dif-
ferent objects from the original object map at the beginning.
Then, we use morphological operations and the connected
components algorithm to extract the symbol and raster ROIs.
For the vector object, we prefer to crop the ROI rectangular
area to be as large as possible, because in a large rectangular
area, it is easier to detect and analyze possible print defects.
Based on this requirement, we design two methods to crop
color vector and background ROIs. One method is to use the
2-D “Chessboard” distance method [12] to calculate the dis-
tance between every pixel in the interest area and its nearest
edge in the area of interest. Then, we can choose and extract
the deepest rectangular area. Another method is to calculate
the maximum rectangular area of the area of interest. If we
only extract the biggest and deepest rectangular ROI from
the vector object map, there is a lot of vector object region left
in the object map. To solve this problem, we use a greedy al-
gorithm to get more ROIs for both of these two methods. In
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the greedy algorithm, we first extract the deepest or biggest
ROI, and continue to extract the second deepest or biggest
ROI, until the area of the most recently extracted ROI is less
than a threshold. For the 300 dpi scanned image, we set the
threshold area to be 600 pixels × 600 pixels. Figure 7 shows
the pipeline of the ROI extraction procedure.

Figure 7: The pipeline of the ROI extraction procedure.

2.2.1 Raster ROI extraction
In the raster ROI extraction process, we do morphologi-

cal operations [11] on the raster object map, as shown in Fig-
ure 8 (a), to remove the imperfections. Figure 8 (a) shows
the raster area extracted from object map (the white color is
the raster area). We do this by accounting for the form and
structure of the image by using the average connected sym-
bol component height as the morphological operation kernal
size. We first do the dilation operation, and then continue to
do the erosion operation. After the morphological operations,

most of the raster area will connected together, and we can
use the connected components algorithm to generate a new
raster object map and use the bounding box [15] to label each
raster connected component. If the raster area is too small,
it is not useful to detect a defect. We set an area threshold to
remove the small connected components. Finally, we can ex-
tract the final raster ROI. Figure 8 (b) shows the raster ROI
blend image using raster ROI result as a mask for the input
image.

Figure 8: The raster object map and its ROI extraction result.

2.2.2 Symbol ROI extraction

Figure 9: The symbol ROI extraction procedure.

In the symbol object map, most symbol areas are text
characters. And they are not connected, as shown in Figure
9 (a). Firstly, we use the connected components algorithm for
the symbol object map to label each independent text charac-
ter. Based on the observed result, we use the average height
of the text characters connected component as the size of the
structuring element for the morphological operations to di-
late the symbol object map, shown in Figure 9 (b). All the
text characters in one paragraph will be connected. We use a
bounding box for the new symbol object map connected com-
ponent result to get the significant symbol ROI result, shown
in Figure 9 (c). However, we find that it includes a raster
object, which is what we do not want. In this case, we need
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to cut off the smallest rectangular area from the large sym-
bol ROI shown in Figure 9 (c) to retain most of that ROI. In
Figure 9 (d), we find that there are two ways to cut off the
raster object: one is to cut off the red box Area 1 (horizontal
cut); another is to cut off the red box Area 2 (vertical cut). In
the general case, we want to cut off the small red area and
to keep most of the symbol ROI. So in this condition, we will
cut off the blue box. We then get the final symbol ROI result,
shown in Figure 9 (e).

2.2.3 Color vector and background ROI extraction
We use the same two methods to extract the color vector

and background ROIs. As most of the images include back-
ground areas, and not color vector areas, in this paper, we
only show the background ROI extraction procedure.

1. Mask the symbol and raster ROI area in the background
object map to produce a new background object map,
shown in Figure 10 (a);

2. Use a 300 pixels × 300 pixels block window to label
the big background map, shown in Figure 10 (b);

Figure 10: The pre-process for background object map.
3. Use the 2-D "Chessboard" distance to extract the deep-

est rectangular area from background big smooth map;
4. Extract the maximum rectangular area of the back-

ground big smooth map [13]. In this step, we should cal-
culate the accumulation matrix at the beginning. Then,
we can extract the maximum rectangular area of the big
background map;

Algorithm 1 ACCUMULATION MATRIX

1: for row i do
2: for col j do
3: if A[i, j]== 1 then
4: B[i, j]= A[i, j]+B[i−1, j]
5: else if A[i,j]==0 then
6: B[i, j]= A[i, j]
7: end if
8: end for
9: end for

5. Use the greedy algorithm to iterate the maximum
area rectangular algorithm and the deepest rectangu-
lar method to find all useful background areas, shown
in Figure 11.

Algorithm 2 MAXIMUM RECTANGULAR

1: for row i do
2: for col point j1 do
3: for col point j2 do
4: Calculate the maximum area between j1 and j2
5: if Current Calculation Area > Record Maximum

Area then
6: Update the record maximum area
7: end if
8: end for
9: end for

10: end for

Figure 11: The greedy algorithm result.

The structure of the color vector object map is the same
as the background object map, except that the color vector
is color and the background is white. We can use the same
method that we used to extract background ROIs to extract
color vector ROIs. After we extract the background and color
vector ROIs, we finish the ROI extraction process, as shown
in Figure 12.

Figure 12: The ROI extraction result.

2.3 Image alignment of scanned test image
When the test image is printed from a printer and goes

into a scan bar, it is very misaligned with the master image.
An example shown in Figure 13, where Figure 13 (a) is the
master image, Figure 13 (b) is the scanned image, Figure 13
(c) is the blend image of the master image and the scanned
test image, and Figure 13 (d) shows the detail of the blend
image between the master and test images. An image regis-
tration algorithm should correct this misalignment before we
crop out the ROI from the master and test images.

The pipeline of the image registration algorithm is
shown in Figure 14. Firstly, we should convert the scanned
test image and the master images to grayscale value. Sec-
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Figure 13: The blend of master and scanned test images.

ondly, we downsample both the test and master images to a
lower resolution for faster computation. Thirdly, we should
do a histogram matching for the scanned test image based
on the master image, because there may be some intensity
or color differences between the master and scanned test im-
ages. In our experiments, we found that histogram matching
can significantly improve the image alignment result. Now,
we can extract the interest points from the color balanced
low-resolution grayscale images. In this step, we use the Har-
ris Corner Detection method [16].

The next step is to extract the feature descriptors for
each interest point. These feature descriptors are useful to
find the corresponding interest points in the master image
and the test image. We can establish correspondences by di-
rectly comparing the gray levels. We use an (m+1)× (m+1)
window around the corner pixel in the master image with
the gray levels, and use a similar window around the corre-

Figure 14: The pipeline of image alignment for the scanned
test image.

sponding pixels in the scanned test image. The m value is
not fixed, because it depends the downsampling rate. For the
results presented in this paper, the downsampling rate is 3
and m = 30 (it’s 240 pixels before downsampling in 300 dpi
scanned image). We minimize the following function (Equa-
tion 2) the sum of squared differences (SSD) [17] to establish
correspondences between the master and scanned test image.
In the Equation 2, f is the feature descriptors for the interest
point at position [i, j] from the master or test image. The
result is shown in Figure 15.

SSD =∑
i

∑
j
‖ fmaster [i, j]− f test [i, j] ‖2 (2)

Figure 15: The corresponding interest points between the
master image and the scanned test image.

After acquiring the corresponding set of interest points
and their feature descriptors, we need to calculate the trans-
formation matrix between the master image and the scanned
test image. Here, we assume that the scanned test image is
only misregistered with the master image by a small skew
angle θ and a small translation along the x axis and the y
axis. Three pairs of corresponding interest points are suf-
ficient to solve this problem. But we usually have a lot of
matched interest points. So we use the RANSAC (random
sample consensus) algorithm [18] to calculate the best trans-
formation matrix between the master image and the scanned
test image. Finally, the transformation matrix needs to be
adjusted by the factor of the downsampled rate before we use
it for the scanned test image. The image alignment result is
shown in Figure 16.

2.4 Color calibration of the aligned test image
Since there will be a difference in the colors between

the digital master image and the scanned test image, we
should do color calibration before we extract the defect fea-
ture vectors in the different ROIs. In the actual implemen-
tation of the image analysis process, we will use a different
color calibration algorithm for each different printer/scanner
pair. Here, to demonstrate the overall print quality defect
diagnosis process, we will just use a simple color transforma-
tion. Firstly, we transform the scanned test image and mas-
ter image from RGB color space to CIE L∗a∗b∗ color space.
Secondly, we calculate the mean and standard deviation for
these three channels. After we use the color transformation
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function (Equation 3) [21] for the scanned test image, we can
get the color calibration result.

TCc[i, j]=
[(

T c[i, j]−T c
mean

) · Mc
stddev

T c
stddev

]
+Mc

mean (3)

In Equation 3, TC is the target image after calibration;
T is the scanned test input image; M is the master image
that serves as the reference source for calibration; i, j is the
pixel position in the image; c is the channel of L∗, a∗, or b∗;
mean is the average value of the channel; and stddev is the
standard deviation of the channel.

2.5 Symbol ROI defect feature vector extraction
In this section, we will describe the symbol ROI feature

vector extraction process. Up to this point, we have done ROI
extraction, image registration, and color calibration between
the master image and the scanned test image. Now, we can
extract feature vectors of printer defects from the different
ROIs. As we introduced before, there are four kinds of ROIs.
Let us analyze the symbol ROI first. There are three types of
potential defects in the symbol ROI: streaks, banding, and
text fading. Steaks are light or dark lines parallel to the
printing process direction, as shown in Figure 17 (c). They
occur when the ITB (Intermediate Transfer Belt), OPC (Or-
ganic Photo Conductor), or other color cartridge components
have defects. Banding refers to light or dark lines orthogo-
nal to the printing process direction, as shown in Figure 17
(c). Text fading usually results when one or more cartridges
is low on toner. The text fading page has a noticeable reduc-
tion in the density of the text characters, as shown in Fig-
ure 17 (d). The critical issue of this section is to separate
the text characters and background from the cropped symbol
ROI. Figure 17 shows the pipeline of the extraction process
for the symbol ROI defect feature vector. This pipeline illus-
trates the processing of a single symbol ROI. The same pro-
cess would be separately applied to each symbol ROI on the
page, as shown in Figure 17 (b). The details of this process
will be discussed below.

Firstly, we should crop out the corresponding symbol
ROIs from the master image and scanned test image based
on the ROI extraction result. Figure 17 (b) shows the symbol
ROI result, where only the white areas are the ROIs that we

Figure 16: The image alignment result.

Figure 17: Symbol ROI feature vector extraction input im-
ages. (a) shows the master image. (c) and (d) are the scanned
images for two different prints made from this master image.
The printer is a short-edge-first printer.

Figure 18: The pipeline for symbol ROI defect feature vector
extraction for a single symbol ROI.
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care about at this point. There are 5 different symbol ROIs
for the sample in Figure 17.

Secondly, we need to transform each of the master sym-
bol ROI cropped images from RGB color space to CIE L∗a∗b∗
color space and use the Otsu method [19] to extract the text
character based on the gray value symbol master ROI image.
Figure 19 (a) shows the cropped master symbol ROI Otsu re-
sult.

Thirdly, we apply a morphological operation to the
cropped master symbol Otsu result. Figure 19 (b) shows the
text character dilation result, where the white area is the
region of interest. Based on the misalignment between the
master image and the aligned test image, we set the text
character dilation kernel to be 9× 9 pixels for the 600 dpi
scanned test image.

Finally, we use the text character dilation result of the
master image to remove the text character area from the
scanned test image, and we will get the background of the
scanned image symbol ROI, shown in Figure 19 (c). we apply
the Otsu method to this scanned image symbol ROI back-
ground area to extract the defect from the background area.
In the next paragraph, we will introduce the details of how
to use the Otsu method to extract the defect area from the
symbol background area.

Figure 19: The symbol ROI background defect extraction pro-
cess.

The first step to extract the background defect in the
symbol ROI is to calculate the ∆E for each corresponding
pixel in each master and test symbol ROI. We use Equation 4
to calculate the ∆E; [i, j] is the position of the corresponding

pixels in the master and test symbol ROI; T is the test image;
M is the master image; and the superscript c is the L, a, or b
channel.

∆E [i, j]=
√ ∑

c=L,a,b
(T c [i, j]−Mc [i, j])2 (4)

To make the ∆E values look more intuitive, we normal-
ize them to 0−255, and use this normalized value to produce
a gray value image. Then, we can use the Otsu method again
for this ∆E gray value image to extract the symbol ROI back-
ground defect, shown in Figure 19 (d). In Figure 19 (d), only
the white areas in the symbol ROIs are the symbol ROI back-
ground defects.

After we get the symbol ROI background defect result
for the test image, we can extract the feature vector of these
defects. There are two types of defects in the symbol ROI
background: streaks and banding defects. We need to project
the ∆E gray value and the number of defective pixels in the
horizontal and vertical directions to extract these defect fea-
tures. Figure 20 (a) shows the number of defect pixels pro-
jection results in the horizontal and vertical directions; and
Figure 20 (b) shows the ∆E gray value of the defect projec-
tion results in the horizontal and vertical directions. Before
extracting the streak and banding features from the projec-
tion images, we need to set a threshold to label the streaks
and bands, because there are some noise defects detected in
the background Otsu result. Here, we set the threshold to
be the average projection value plus the standard deviation
of the projection value. After we use this threshold to detect
the streak and banding defects, for each symbol ROI, we can
extract 33 features from the background. The description of
these 33 features is provided in Table 1.

As the next step, we extract the text fading defect feature
vector. Even though we have done the image alignment for
the master image, there still is a little misalignment between
master and alignment test image, and the misalignment is
about 3 to 7 pixels for the 600 dpi scanned letter image. So,
we use the connected component algorithm for the text char-
acters (Otsu result) in the master symbol ROI. Then, we use
a template matching method to find the accurate position of
each text character in the test image. We use the normalized
cross-correlation function to find the best template matching
position [8], [20]. The template matching result is shown in
Figure 21. After acquiring the accurate position of each text
character in master and test images, we can separate the text

Figure 20: The symbol ROI background binary image and
gray value image defect projection results.
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Table 1: Symbol ROI Background Defect Feature Vector

1 The average of defect pixels ∆E value;
2 The number of streaks;
3 The total width of streaks;
4 The average length of streaks;
5 The average sharpness of streaks;
6 The number of bands;
7 The total width of bands;
8 The average length of bands;
9 The average sharpness of bands;
10 The width of the 1st streak;
11 The length of the 1st streak;
12 The sharpness of the 1st streak;
13 The severity of the 1st streak;
14 The width of the 2nd streak;
15 The length of the 2nd streak;
16 The sharpness of the 2nd streak;
17 The severity of the 2nd streak;
18 The width of the 3rd streak;
19 The length of the 3rd streak;
20 The sharpness of the 3rd streak;
21 The severity of the 3rd streak;
22 The width of the 1st band;
23 The length of the 1st band;
24 The sharpness of the 1st band;
25 The severity of the 1st band;
26 The width of the 2nd band;
27 The length of the 2nd band;
28 The sharpness of the 2nd band;
29 The severity of the 2nd band;
30 The width of the 3rd band;
31 The length of the 3rd band;
32 The sharpness of the 3rd band;
33 The severity of the 3rd band;

area and the background in both master and test images. For
the text area, we will extract the text fading defect feature
vector by calculating the ∆E value between master and test
images in the text area. In the background area, we will ex-
tract the streak and bands defect feature vector by calculat-
ing the horizontal or vertical projection result. Finally, we
will combine all the features in one feature vector, so there
will be one feature vector for each symbol ROI.

Figure 21: Template matching for text character.

In the template matching process, if the best template
matching position is in the middle of the extended character
area, we do not need to shift the character. However, if the

best template matching position is not in the middle, we need
to calculate the shift and move the character to match the
correct position in the master image.

If the normalized cross-correlation value is very small
(< 0.9), we do not extract this text character connected com-
ponent.

For the text fading defect, we extract 12 features. The
description of these 12 features is shown in Table 2.

Table 2: Symbol ROI Text Fading Defect Feature Vector

1 The average of L channel value of master text
characters;

2 The average of a channel value of master text
characters;

3 The average of b channel value of master text
characters;

4 The average of L channel value of test text char-
acters;

5 The average of a channel value of test text charac-
ters;

6 The average of b channel value of test text charac-
ters;

7 The average of ∆E value between master text
characters and white color;

8 The average of ∆E value between test text charac-
ters and white color;

9 The standard deviation of ∆E value between mas-
ter text characters and white color;

10 The standard deviation of ∆E value between test
text characters and white color;

11 The average of ∆E value between master text
characters and test text characters;

12 The standard deviation of ∆E value between mas-
ter text characters and test text characters;

As we extract the background defect feature vector and
text fading defect feature vector, we should combine them.
The combined feature vector is the analysis result for one
symbol ROI. After processing all the symbol ROIs, we can
get a symbol ROI defect feature matrix.

2.6 Raster ROI defect feature vector extraction
For the raster ROI, we only consider three types of de-

fects: streak, bands, and the color fading defect. We have
shown the streak and bands defect before; so Figure 22 only
shows the color fading defect. Color fading usually happens
when one or more of the printer cartridges cyan, magenta,
yellow, or black is low. It is essential to know which cartridge
is depleted, given a faded print for the customer. We propose
a method to extract the feature vector of the color fading de-
fect to detect this defect.

Firstly, we should crop out the corresponding raster ROI
from the master image and scanned test image based on the
ROI extraction result. This step is similar to the symbol ROI
defect feature vector extraction.

Secondly, we need to transform the cropped raster mas-
ter and test images from the RGB color space to CIE L∗a∗b∗
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color space and calculate the ∆E value between correspond-
ing master and test raster ROI.

After these two steps, we can extract the following 14
features, as shown in Table 3.

Table 3: Raster ROI Color Fading Defect Feature Vector

1 The average of L channel value of master;
2 The average of a channel value of master;
3 The average of b channel value of master;
4 The standard deviation of L channel value of mas-

ter;
5 The standard deviation of a channel value of mas-

ter;
6 The standard deviation of b channel value of mas-

ter;
7 The average of L channel value of test;
8 The average of a channel value of test;
9 The average of b channel value of test;
10 The standard deviation of L channel value of test;
11 The standard deviation of a channel value of test;
12 The standard deviation of b channel value of test;
13 The average of ∆E value between master and test

corresponding;
14 The standard deviation of ∆E value between mas-

ter and test corresponding;

For the streak and bands defect, we extract seven
features from the corresponding master and test raster ROI.
In the streak and bands defect features, we usually use the
L channel value because the a and b channel values are not
indicative of the streak and bands defects. The description of
these features is shown in Table 4.

2.6 Bankground and Color Vector ROI defect fea-
ture vector extraction

The color fading defect for the color vector ROI is the
same as the color fading defect in the raster ROI. So we can
extract the same feature vector for the color fading defect in

Figure 22: The An sample showing the effect of black car-
tridge running low on toner.

Table 4: Raster ROI Streaks/Bands Defect Feature Vector

1 The average of L channel value of master raster
ROI;

2 The average of ∆E value between the master and
test corresponding ROI;

3 The average of L channel difference between the
master and test corresponding ROI;

4 The standard deviation of L channel difference be-
tween the master and test corresponding ROI;

5 The average of L channel difference between the
master and test corresponding ROI vertical projec-
tion result;

6 The standard deviation of L channel difference be-
tween the master and test corresponding ROI ver-
tical projection result;

7 The average of L channel difference between the
master and test corresponding ROI horizontal pro-
jection result;

8 The standard deviation of L channel difference be-
tween the master and test corresponding ROI hor-
izontal projection result;

the color vector ROI; and we do not introduce this feature
vector in this section. The streaks and bands defects in the
background and color vector ROI are similar to those in the
raster ROI. But there may be periodic streaks and bands in
the extensive background and color vector ROI. Thus, there
are two additional features for periodic streak and banding
defect, which are listed in Table 5.

Table 5: Background and Color Vector ROI Two Additional
Features

1 The high-frequency energy of streak;
2 The high-frequency energy of bands;

Finally, we can extract nine features for the streak and
banding defects in a background or color vector ROI, and 14
features for the color fading defect in a color vector ROI.

3. Conclusion
This paper proposed a comprehensive system to analyze

a printed page automatically and extract the critical defect
features to determine the type and to severity of defects on
the scanned page. This comprehensive system incorporates
many of our previous works: image alignment, color calibra-
tion, object map procedure, region of interest (ROI) extrac-
tion, text fading detection, color fading detection, streak de-
tection, and bands detection. The input to this comprehen-
sive system is the master image and the scanned test image.
We analyze the scanned images based on different ROIs, and
there are four kinds of ROIs. The symbol ROI includes 33
streak and bands features in the symbol background area,
and 12 text fading features for the text character area. The
raster ROI includes 14 color fading features, and 7 streak and
bands features. The color vector ROI includes 14 color fading
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features, and 9 streak and bands features. The background
ROI includes 9 streak and bands features. Finally, we com-
bine all the feature vectors for one test image. If any type of
ROI has not been identified on a given test page, that part
of the composite feature vector corresponding to this type of
ROI will be filled in as zero. This operation can guarantee all
the composite feature vectors for different pages are the same
size. This final image quality analysis result will be uploaded
to the service provider server and used to analyze the printer
defects.
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