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Abstract
Eye tracking is used by psychologists, neurologists, vision

researchers, and many others to understand the nuances of the
human visual system, and to provide insight into a person’s allo-
cation of attention across the visual environment. When tracking
the gaze behavior of an observer immersed in a virtual environ-
ment displayed on a head-mounted display, estimated gaze direc-
tion is encoded as a three-dimensional vector extending from the
estimated location of the eyes into the 3D virtual environment.
Additional computation is required to detect the target object at
which gaze was directed. These methods must be robust to cal-
ibration error or eye tracker noise, which may cause the gaze
vector to miss the target object and hit an incorrect object at a
different distance. Thus, the straightforward solution involving a
single vector-to-object collision could be inaccurate in indicating
object gaze. More involved metrics that rely upon an estimation of
the angular distance from the ray to the center of the object must
account for an object’s angular size based on distance, or irreg-
ularly shaped edges - information that is not made readily avail-
able by popular game engines (e.g. Unity c©/Unreal c©) or render-
ing pipelines (OpenGL). The approach presented here avoids this
limitation by projecting many rays distributed across an angular
space that is centered upon the estimated gaze direction.

Introduction
In the past several years, the virtual reality industry has be-

gun to integrate affordable, consumer-grade eye trackers into vir-
tual reality head-mounted displays (HMDs). Although the great-
est anticipated use is in video gaming, there is also great potential
for widespread adoption in the sciences. Many studies in psychol-
ogy and neuroscience have already adopted mobile eye tracking
as a tool to investigate visual attention in the real world. The pres-
ence of high accuracy and affordable HMD integrations for eye
tracking will facilitate a new era of research in simulated environ-
ments that offer greater experimental control and manipulations,
which are not possible in more natural contexts.

Like eye tracker integrations into HMD’s, many mobile eye
trackers (in the absence of an HMD) are video based, with dedi-
cated cameras to record the eyes as the user visually explores the
real-world scene. These video-based eye trackers estimate a sin-
gle (x,y) point in scene-camera coordinates as the gaze location on
the basis of visual features present in the eye images. To clearly
view the gaze point during data collection and analysis, the esti-
mated gaze is often represented as a cross-hair or circle overlaid
upon the scene imagery. This estimate varies systematically with
features related to eye orientation, such as the location of the pupil
centroid [4].

(a) Analyzing 2D gaze data

(b) Analyzing 3D gaze data

Figure 1. Analysis of eye tracking data in different environments

Video noise and errors in the process of feature detection in-
variably introduce uncertainty in the estimation of gaze location.
Many software suites designed to help the experimenter interpret
gaze data allow one to visualize this uncertainty by adjusting the
radius of a disc overlaid upon the scene imagery, rather than a
point, as seen in Figure 1(a). Note that because the circle is rep-
resentative of a 2D projection of conical shape emanating from
the eye, the disc corresponds to a region of uncertainty of fixed
angular size around the estimated gaze location. Analyzing this
uncertain region around the estimated gaze gives a better under-
standing of all the potential objects the observer could be looking
at.

Eye trackers used for studying natural tasks can provide ac-
curate and precise gaze data (under ideal conditions, 0.6 degrees
and 0.08 degrees respectively [2]). The quality of gaze estimation
is affected by a number of elements that contribute to the accuracy
and the precision of the eye tracker. A degradation in the quality
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of images obtained from the cameras will negatively influence the
eye-feature detection. Because the scene camera is offset from
eye cameras, fixations far from the plane at which the eye tracker
has been calibrated can introduce parallax error.

If the calibration of the eye tracker is off by some margin,
then the estimated gaze (as reported by the eye tracker) would
not be the same as true gaze. Because the experimenter does not
know at any instant the exact location of the gaze point, there
exists uncertainty in where a person is truly looking.

Reducing the error between true and estimated gaze position
is important, but some uncertainty will remain. Some common
methods for reducing the error include multiple point per-plane
calibration, addition of an offset, and calibration at multiple depth
planes [1]. Binaee et al. [3] used post-hoc calibration to deal with
the deteriorating gaze accuracy in-between calibrations.

If an object is close to our eyes, for example a cellphone, and
if the estimated gaze is off by 0.5o, then at least the correct icon
on the cellphone screen can be detected. However, if the same
object (say the cellphone) is held a couple meters away, and the
estimated gaze is off by 0.5o, then the complete object (i.e., the
icon) will be missed during detection. This would potentially lead
to mis-attribution of gaze location upon the wrong icon or Object-
Of-Interest (OOI). Hence, uncertainty in screen space increases as
an object (i.e., cell phone) moves farther from the observer. The
uncertainty in the gaze estimation directly affects the data quality
as the distance of the OOI increases from the observer. For further
distances, the object marked by the eye tracker, i.e., OOI, would
not necessarily be the one the participant was actually looking at.
This makes it crucial to acknowledge the uncertainty we obtain
from the eye tracker. In this manuscript, we propose a visualiza-
tion tool to accommodate the noise inherent in the estimation of
gaze direction in virtual environments.

Some studies are impractical to be carried out in the real
world. For example, eye tracking a driver to understand their be-
haviour or response during a car crash is unrealistic and infeasi-
ble. In contexts like these, it may be more practical to carry out
research in a safe and controlled virtual environment. To track
eyes in virtual reality, eye trackers are placed inside the HMD
and the calibration is also done inside the virtual environment. To
analyze eye tracking data in virtual reality, gaze can be visually
represented as a ray projected in the direction of the gaze, and the
OOI identified by observing the object that the gaze ray collides
with as seen in Figure 1(b). However, this representation can be
misleading, as it does not account for the uncertainty in the pro-
cess of gaze estimation.

Consider the small mislocalizations or inaccuracies in the
process of feature detection which can introduce errors in the es-
timation of gaze location of varying size. This may result in mis-
classification of the OOI, which is especially problematic for the
interpretation of gaze in the presence of visually cluttered envi-
ronments. Scenes with many small objects, or large objects at a
distance, subtending small portions of the visual field increase the
chances of incorrectly classifying the OOI.

Solutions in the 3D environment include casting a flattened
sphere which orients itself tangential to the surface. Another
method includes training a deep neural network with gaze direc-
tion and ground truth to learn the eye movements and estimate
gaze effectively.

None of these methods allow the user the flexibility to inter-

(a) Traditional: Single ray colli-
sion based detection of the object-
of-interest (OOI)

(b) Proposed: Multiple ray cone
model based detection of the
object-of-interest OOI

Figure 2. Analysis techniques for virtual environment

pret gaze on the basis of uncertainty defined in terms of the angu-
lar error around the sensed direction of gaze as shown in Figure
1(a) for mobile eye tracking in natural environments. In that case,
the circle is drawn on a 2D projection of the 3D environment so
it subtends a fixed angular extent in the real world. If this repre-
sentation could be visualized from a third-person point of view,
it would appear to be a cone projected into the 3D environment.
Our approach is to represent gaze not as a ray, but as a conical
projection from the eye into the 3D environment, that subjects an
angular radius proportional to the uncertainty of the gaze estimate
real-time, similar to the approach proposed by Watson et al.[5].

This method of gaze projection then provides the user with a
list of potential objects of interest (as well as their locations in the
virtual environment) based on an angle of uncertainty provided
by the experimenter. Figure 2 shows two sub-figures. One is the
detection of the viewed object with a single ray cast (the gaze vec-
tor). The other is the detection of all the possible viewed objects
within 1o uncertainty around the estimated gaze vector.

The Cone Model
The model is first explained conceptually and mechanically.

The actual implementation is then covered in detail.

Concept
When an observer is viewing a 3-dimensional scene, uncer-

tainty in gaze position can also result in ambiguity about the depth
at which the observer is attending. This is common to eye tracking
in real and virtual environments. However, in real environments,
the objects of the real world are projected onto the scene-camera
image plane and the uncertainty is acknowledged by projecting a
fixed-size circle on the scene-camera image. Because objects at
all distances are projected onto the 2D image plane, depth infor-
mation is lost and a fixed-size circle represents a constant visual
angle. In virtual environments, where the 3D coordinates of ob-
jects are maintained, we take account of the uncertainty in three
dimensions with a 3D shape (nominally a cone) projected into the
viewing volume. The shape subtends a constant angular extent
scaled to the uncertainty in gaze position. The scaled cone is cre-
ated with its apex at the cyclopean eye in the virtual world, and
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its axis is aligned with the gaze direction in the world coordinate
system as obtained from the eye tracker. Figure 3(b) shows a 2D
projection of the cone with an angular spread overlaid on the gaze
vector of Figure 3(a).

(a) Object of interest detection
with single ray

(b) Top-down view with cone vi-
sualization

Figure 3. 3-Dimensional analysis of eye tracking data

By projecting a cone of, for example, 1o of visual angle cen-
tered on the estimated gaze direction, we generate a list of OOIs
that the observer could be looking at.

Mechanics
To detect all objects in the volume around the gaze vector, the

cone has to be updated on the basis of gaze direction in real time.
We explored several alternative implementations, including cast-
ing rays only on the boundary around the estimated gaze direction
with a radius scaled to the uncertainty (forming a ‘hollow’ cone);
casting rays randomly within a scaled Gaussian envelope; cast-
ing a fixed number of rays uniformly distributed within a cone;
and projecting an n-sided polygonal pyramid centered on the esti-
mated gaze. The mathematical implementation for all alternatives
had the same fundamentals. The cone is first created with its axis
on the y-axis in 3-dimensional space with the apex of the cone at
the origin. To align the cone on the gaze direction, the normal (n)
is calculated between the gaze direction and the axis of the cone
(i.e., the y-axis). The cone is then rotated about the normal by the
angle between the apex and the gaze direction. Lastly, the cone is
displaced from the origin to the cyclopean eye. The final imple-
mentation of the cone was casting multiple rays in the shape of
the cone. Even though the cone is not a solid object, the math for
orientation and displacement remains the same.

The cone updates its location and orientation based on the
cyclopean eye in 3-dimensional space for each gaze estimate re-
ceived from the eye tracker in the HMD. The software was de-
veloped in Unity Version 2019.2.9f1. Within the Unity API, the
cone is visible to the researcher in the scene view, but not to the
participant in the HMD/game view.

Implementation
Since a constant visual angle covers different amounts of in-

formation at different depth planes, there was a necessity to im-
plement a structure that would grow in size as it moved along

Figure 4. Mathematical cone model

the gaze vector away from the cyclopean eye. The cone forma-
tion suited the prerequisite well. Shooting a few rays around the
estimated gaze with a radius scaled to the uncertainty creates a
‘hollow’ cone that confines the volume around the estimated gaze.
However, the drawback with this approach is that if an object sub-
tends an angle that is smaller than the angular spread of the cone
created, the object will go undetected as shown in Figure 5.

Figure 5. Cone missing the small object

To never miss an object in the 3-dimensional volume around
the gaze would require a solid, enclosed volume. So an n-sided
pyramid was implemented, and to give the “cone” an enclosed
volume property, it was assigned a mesh and a collider object. The
collider object detected all the collisions with the n-sided pyra-
mid. However, the drawback with this implementation is that as
of Unity 2018.3.11f1, the physics based collisions with physical
objects defined by 3D mesh do not give any information on the
location of the collision on the objects with respect to the cone or
with respect to the world.

Instead of using a solid cone, our solution is to fill a coni-
cal space with a dense projection of rays. Hundreds of rays are
projected from the cyclopean eye around the gaze vector in the
shape of a cone. These rays are chosen from a 2-dimensional
Gaussian distribution scaled to the defined uncertainty. Since eye
trackers are designed to be as accurate as possible, we expect the
true gaze to be around the estimated gaze. The farther we go
from the estimated gaze, the probability of being close to true
gaze decreases. Thus, this is modeled by 2-dimensional Gaussian
Distribution where the mean is the estimated gaze and variance is
the angular uncertainty of the eye tracker. Figure 6 shows a cone
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Figure 6. Hundreds of rays shot in the shape of a cone

created using 300 rays. This ray method outputs the point of colli-
sion of the ray with an object, which provides the distance of each
OOI from the cyclopean eye. This can then be used to create an
ordered list of potential OOIs by their distance from the observer.

Cone in practice
The cone is designed to detect all the potential objects one

could be viewing. Figure 7 illustrates the cone concept. The figure
shows

1. Three basic shapes representing the silhouettes of three ob-
jects placed in the virtual environment (black solid lines)

2. True gaze direction (green square)
3. Estimated gaze direction which, due to eye tracker noise, is

offset from true gaze location by varying amounts in random
directions (red circle)

4. Discs of radius 1o and 3o representing the 2D projection of

the 3D cone within which rays would be cast when using
the Cone Model for gaze estimation (blue dotted and purple
dashed lines)

Figure 7. Cone with various sizes (conceptual illustration)

First, consider the conclusions that would be drawn if the
OOI were inferred based upon estimated gaze location in the ab-
sence of an estimate of uncertainty (such as a single ray, visually
indicated by the red markers in Figure 7). One object (the cylin-
der) would be detected correctly, one object would be misidenti-
fied (the rectangle as the house) and one object would be missed
(the house) even though it would have been viewed.

Estimates can be improved if one accounts for the uncer-
tainty in gaze estimation. For example, to approximate uncer-
tainty as a 1o radius around estimated gaze direction (blue dotted
circles in Figure 7), would result in correct detection of the house
and cylinder as the OOI, but return two potential OOIs for the
lower-left estimated gaze location. Accounting for uncertainty as
high as a 3o radius around the estimated gaze direction (purple
dashed circles in Figure 7), would result in two potential OOIs for
every estimated gaze direction. For the Figure 7, one can com-
ment if the potential detection is correct or incorrect only if they
know where the true gaze was. However, this information is never
available in practice. The eye trackers are designed to be as close
to the true gaze as possible but there still exists uncertainty in gaze
estimation.

As seen before, due to uncertainty, one can miss out on de-
tections, or obtain correct or incorrect detections. Hence, it is pre-
ferred to obtain extra information i.e., a list of all potential objects
then miss out on the OOI or obtain a false OOI.

The example presented in Figure 7 demonstrates that cone-
based OOI estimates may return multiple objects, and/or objects
that the subject was not visually attending to, but that were near
to the estimated gaze direction. Resolving these ambiguities re-
quires additional assumptions, and analysis of such data then lies
at the discretion of the researcher. For example, s/he may choose
the OOI based on priors, or maintain a list of multiple possible
OOIs.

To illustrate the practical implementation of the cone model
for gaze estimation, some scenarios were created in VR. Figure
8(a) shows a number of white, red and green spheres. The three
green spheres are the targets the observer was supposed to look
at. The white spheres contribute additional objects (or complex-
ity) to the environment. The white spheres also turn red (for fifty
milliseconds) upon collision with the cone. If the target is known,
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(a) Detection with cone and known targets. This image depicts a frame
following instructions for the observer to fixate at the top-most green
sphere.

(b) Detection without cone and known targets.

(c) Detection with cone and without known targets

Figure 8. Situations for analysis of gaze data in virtual environment

we can say that the red spheres surrounds one of the green spheres
in the environment and thus, the subject was perhaps looking at
the lower-right green sphere.

In Figures 8(b) and 8(c), the true OOI is unknown, but pos-
sible OOIs are shaded red based upon either a single ray in the
direction of the gaze estimate (Figure 8(b)), or multiple rays-
member of the cone projection model (Figure 8(c)). In the case
of a single red sphere, it is impossible to tell if that sphere was a
correct OOI or an incorrect one. However, in the case of multiple
red spheres, uncertainty is incorporated in the cone model and we
can say with confidence that one of the red spheres is the correct
OOI. One key point to note here is that the cone is designed to
acknowledge and incorporate the uncertainty. However, the cone
is not designed to calculate or resolve the uncertainty.

Hardware
The cone model was developed in Unity 2019.2.9f1 and

tested using an HTC Vive Eye Pro with a Tobii Pro Eye Tracker.
To run the eye tracker in the HMD, SRanipal version 1.1.0.1 was
used. The entire setup was on a Windows machine with 32 GB
RAM and GeForce 2080 RTX GPU with 8GB memory.

Evaluation
To understand how the cone model affects the performance

of a scene in the virtual environment, we correlate the frame rate
to the complexity (in number of objects and rays) in two scenes.

Table 1. Mean frame rate and standard deviation for simple
scene

Rays Mean Std Dev
0 90.13 0.16

50 90.11 0.22
100 90.09 0.16
250 89.90 0.31
500 88.77 0.64
750 85.75 0.97
1000 82.11 0.79
2000 70.68 0.87

The first scene was designed to estimate the effect of the
number of rays used in OOI estimation using the cone model on
the frame rate. This scene included only three cubes embedded in
the virtual environment with lighting that cast shadows, received
shadows and accommodated for dynamic occlusion (see Figure
9). Each cube was of side one unit length subtending approxi-
mately 2.9o from the observer’s viewpoint. The participant’s task
was to look at the three cubes repeatedly, one after another for five
seconds which contributed to one trial.

Figure 9. Scene one: few objects, dynamic lighting

This was repeated for a cone model with a fixed diameter of
1o within which we projected 0, 50, 100, 250, 500, 750, 1000 and
2000 rays. For each number of rays, every trial is conducted 31
times. Table 1 summarizes the performance of the cone model
in terms of frame rate on the scene. For a scene with dynamic
lighting and a small number of objects, we can see that the per-
formance gets affected upon casting more than 500 rays.
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Table 2. Mean frame rate and standard deviation for varying complexities

Sphere 0 50 100 250 500 750 1000
Ray

0 90.14 ± 0.33 90.04 ± 0.29 90.12 ± 0.17 89.82 ± 0.57 87.64 ± 1.08 79.91 ± 2.02 73.43 ± 1.66
50 89.88 ± 1.04 90.16 ± 0.17 90.10 ± 0.31 89.86 ± 0.66 86.64 ± 1.74 78.98 ± 1.64 72.93 ± 1.97

100 90.11 ± 0.27 90.11 ± 0.32 90.07 ± 0.33 89.70 ± 0.54 85.82 ± 2.23 78.36 ± 1.55 72.36 ± 1.73
250 90.15 ± 0.20 90.04 ± 0.31 89.99 ± 0.46 89.12 ± 1.19 82.93 ± 1.96 76.42 ± 1.57 70.89 ± 1.53
500 90.03 ± 0.73 89.87 ± 0.62 89.36 ± 1.06 86.87 ± 1.46 78.82 ± 1.80 73.32 ± 1.63 68.22 ± 1.82
750 90.07 ± 0.37 88.87 ± 1.21 87.34 ± 2.08 82.73 ± 1.50 75.83 ± 1.47 70.51 ± 1.57 65.55 ± 1.85
1000 89.47 ± 1.03 86.68 ± 1.72 84.21 ± 1.87 79.12 ± 1.49 73.04 ± 1.54 67.91 ± 1.73 62.68 ± 2.65
2000 80.92 ± 2.17 74.98 ± 1.63 72.77 ± 1.78 68.53 ± 1.39 63.37 ± 2.16 59.08 ± 1.59 54.89 ± 2.44

Figure 10. Effect of scene complexity on frame rate

Another scene was also designed in Unity where the number
of spheres increased from 0 to 1000 in non-uniform steps. The
aim of this scene was to measure the relationship between the
overhead added by the complexity of the scene and the number of
rays cast in the cone model. The lighting in the scene did not cast
or receive any shadows and did not accommodate for dynamic
occlusion either. However, the number of spheres is drastically
higher compared to the prior scene with only three cubes. The
spheres were of radius 0.25 unit length. The sets of spheres seen
by the observer are 0, 50, 100, 250, 500 and 1000. For every set
of spheres, the number of rays cast are 0, 50, 100, 250, 500, 750,
1000 and 2000. A total of 56 combinations comprising different
spheres and rays were created. Each of these combinations was
tested for 5 seconds per trial, 31 times. We calculated average
frame rate by dividing the total number of frames by 5 seconds
(the duration of one trial). Table 2 comprises the mean frame rate
and the standard deviation for 56 combinations. Figure 10 shows
the bar plots for the performance. We can see that generating 500
spheres in the scene starts affecting the frame rate, even without

the rays being cast. For the case when there are no spheres, casting
2000 rays drastically affects the frame rate. The impact of the
cone with 50 rays, and the cone with 100 rays was observed to be
similar on the frame rate.

Discussion
We presented a novel methodology for the estimation of

object(s)-of-interest from an uncertain estimate of gaze direction
when immersed in a virtual environment. The radius of a cone-
projection from the location of the virtual viewpoint was designed
to be customized based upon the estimated magnitude of the eye
tracker noise. The model does not affect frame rate with a few
hundred rays, however, the frame rate is reduced when the num-
ber of rays approaches 2000 rays, and the complexity of the scene
also influences the overall frame rate.

The final per-frame output of the cone methodology includes
a list of all the objects that collided with the cone, all the points
of collision and the distance of the points of collision from the
cyclopean eye, for each instance of estimated gaze. There exist
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enough data in the final output to post-process and calculate the
angle between the ray that hit an object and the estimated gaze.
One can rearrange the data on distance of collision, angle, number
of hits, etc, to understand the importance of every object in the
field of view.

Figure 11. Oblique elliptical cone at the peripheral area of the HMD

As one starts to look away from the central field of view
i.e., in the periphery, the uncertainty in estimated gaze increases.
Future steps for the cone model include being adaptive to the field
of view of the HMD and adjusting the angular spread accordingly.
Moving towards the edges of the field of view in the HMD would
require the right circular cone to shift to an oblique elliptical cone
in real time as shown in Figure 11.
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