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Abstract

Industrial machine vision applications frequently employ
Photometric Stereo (PS) methods to detect fine surface defects
on objects with challenging surface properties. To achieve highly
precise results, acquisition setups with a vast amount of strobed
illumination angles are required. The time-consuming nature of
such an undertaking renders it inapt for most industrial applica-
tions. We overcome these limitations by carefully tailoring the
required light setup to specific applications. Our novel approach
facilitates the design of optimized acquisition setups for inline PS
inspection systems. The optimal positions of light sources are de-
rived from only a few representative material samples without the
need for extensive amounts of training data. We formulate an
energy function that constructs the illumination setup which gen-
erates the highest PS accuracy. The setup can be tailored for fast
acquisition speed or cost efficiency. A thorough evaluation of the
performance of our approach will be given on a public data set,
evaluated by the mean angular error (MAE) for surface normals
and root mean square (RMS) error for albedos. Our results show,
that the obtained optimized PS setups can deliver a reconstruc-
tion performance close to the ground truth, while requiring only
a few acquisitions.

Introduction

Photometric Stereo (PS) [10] is a reliable method to recon-
struct fine surface details of objects by illuminating them from
different directions. To reconstruct the surface of a perfectly Lam-
bertian material, 3 illumination sources are needed. More com-
plex reflections require a higher amount of strobed illumination
directions, resulting in a slow acquisition process, unfit for in-
dustrial applications. This paper focuses on generating tailored
designs for PS setups by defining an optimization model. We
tailor optimal setups, which are apt for industrial challenges in
terms of speed and reconstruction quality. Such PS setups are es-
pecially important in context of real-time inline machine vision
applications, where PS methods can be used to detect fine de-
fects on objects with various surface properties. When design-
ing a PS system for an industrial application, the prime factors to
be considered are the achieved reconstruction quality, acquisition
speed and cost effectiveness. Accurate reconstruction of surface
normals from objects with challenging material properties (e.g.
specular, glossy, sub-surface scattered, etc.), requires acquisition
setups that are carefully tailored to the specific application. Fur-
thermore, the number of employed illumination sources in a setup
influences speed and accuracy.

For PS surface reconstruction, light sources are placed in a

IS&T International Symposium on Electronic Imaging 2020
Intelligent Robotics and Industrial Applications using Computer Vision

(a) Light rig

e ﬂ\\

\
¢ |

,/" RN / . ‘w\\ ,/ ,,
\E\:«/ NSV A\E

(d) Best lights

(b) Optimization result

S \\ //\\

\’(/ \
(] )| ¢

4]

(c) Group illumination (e) Large illumination

Figure 1: Illustration of a light rig with 32 illumination
sources (la) and an optimized group arrangement with 3 groups
indicated by node colors (1b). We derive three kinds of setups:
Joint group illumination (1c), best light illumination for existing
fixtures (1d) and optimized light positions for new light rigs (1e).

rig structure around a scene and strobed separately for each im-
age during the acquisition process. Such light rigs consist of light
sources placed on top of an inspected material or a light source
moved over it dynamically. Specifically, we are utilizing a light
rig in a dome structure illustrated in Fig. 1a previously described
in [8]. Surface reconstructions using light rigs can yield accu-
rate results due to high sampling of available illumination direc-
tions. Since industrial setups typically require fast acquisition and
processing interval, using a multitude of light sources is not vi-
able. Under temporal limitations, grouping several light sources
for each PS capture can lead to superior results. Our method pro-
vides a systematic approach for optimizing the PS light groups
and positions for specific material samples.

We explore three applications of our model: (1) Group il-
lumination setup (Fig. 1c): A small number of groups of jointly
activated light sources allows for fast acquisitions, compared to
single light illumination, while keeping a comparable reconstruc-
tion error. (2) Best light source setup (Fig. 1d): Cost-effective
and fast setups can be created by using only the most relevant
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light sources of a light rig for surface reconstruction. We show
that this configuration can lead to satisfactory accuracy in terms
of the normal and albedo quality while the existing rig can be uti-
lized. (3) Large illumination setup (Fig. 1e): A new optimal setup
with a small number of highly diffused light sources placed on
the mean position of the inferred optimal illumination. This case
is intended for designing new, optimized acquisition setups for
industrial inspection systems.

State of the art

Finding good light source positions is a fundamental issue
for Photometric Stereo. From reasoning by pure theory based on
the Lambertian PS formulation Drbholav and Chantler [5] derive,
that for 3 light sources, lights should be placed equally spaced,
120° apart, in a circle around the object at a slant angle of 54.74°!,
Moreover, any orthogonal light triplet is found to be optimal,
while a slant angle of 54.74° is even optimal independent of the
number of light sources. While these results give solid advice for
general illumination placement, they fail to regard the actual sur-
face properties of the material to inspect. Contrary, our proposed
model finds optimal solutions by taking the material into account.

Empirical studies, such as [1, 2, 3], use manual selection of
lights of an existing setup to find optimal light source configura-
tions for specific materials. This method requires significant ex-
perimental effort and poses the risk of missing optimal configura-
tions due to possiblly insufficient number of available lights. Our
method, on the other hand, optimizes a smooth, quadratic energy
function sampled from fully sampled light rig acquisitions and
can determine optimal positions in between existing light source
positions.

Recently, machine learning-based models, like [7, 4, 6], have
been used for determining optimal light source configurations.
They are, however, usually supervised, and often require exces-
sive training before enabling the generation of bearing solutions.
The proposed method achieves optimal results for specific mate-
rial samples in a computationally efficient way without the need
of pre-trained models.

Method

Our algorithm determines the optimal light positions rela-
tive to given ground truth (GT) surface normals and albedo for
PS under the Lambertian assumption. The GT either stems from
a public data set (e.g. [11]) or is calculated from full light rig
acquisitions, as described in the following section. In our ap-
proach, we determine a solution, which approximates the GT re-
sult with a limited need of strobing, allowing for industrial ap-
plications due to a high acquisition speed. Given ground truth
normals and albedo, we parameterize our model with the chosen
number of light groups and the optimization parameter weights
A; with i € {1,2,3} as described in the next section. We obtain a
solution that assigns membership of each light source to a certain
group, as well as the amount of activation intensity within the as-
signed group. From the resulting light group occupation we are
able to derive optimal setups for PS inspection tasks.

In the following section we describe our model formulation
and the optimization process in detail.

"Measured as angular distance from vertical orientation
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Photometric Stereo Reconstruction

Consider an object captured from the same viewpoint under
different illumination angles, where each acquisition is expressed
as a discretized surface of size p x ¢ pixels. Note that, we denote
given data structures with a hat symbol, e.g. N. PS methods are
well-studied and reconstruct the surface normals N; ; € R3 and
the albedo p; ; € R, for all pixel locations (i, j) for 1 <i < p and
1 < j <gq. In case of Lambertian reflectance behaviour of a sur-
face, normals are reconstructed under known illumination sources
L € R™3. The observed n intensities are defined as i,j €R". The
following tensors hold vectors in each pixel location and are de-
noted with bold characters:

M;; = pijNij, (N
M;; = (M ,M;y,M;.), 2
Nij = (NijxNijy,Nijz), 3
Lij = (Fijisedijn) 4

Surface normals and albedo can be recovered from the ob-
served pixel intensities using the following least squares (LS) for-
mulation:

I -
%_II?EHL‘MAJ*ILJ'H . (5)

As per definition, a surface normal is a unit vector, the length of
the vector M; ; is defined by the albedo value p; ;:

i,j,x i,y ij,z

\/N2 FNZ AN =1, 6)

Pij = \JMEj M+ M )

Using this photometric formulation, we calculate our GT
surface normals and albedo using all available n illumination
sources.

Light Source Position Optimization

To optimize the light source position for a specific object,
we formulate a optimization model. Our ground truth tensor
M ij € R3 was calculated as defined in Eq. 5. Note that this ten-
sor was variable in the previous equation but is considered given
in the following equations and hence is denoted with a hat here-
inafter. We have given intensities I; € RP*9, where k € {1,...,A}
defines the indices of the observed light sources and a ground truth
surface normal N € RPX4%3_ The activation of each light is de-
fined in the grouping matrix G € R?*¢, where ¢ defines the num-
ber of light groups we optimize for. Our standard setup is a light
rig with 7i = 32 illuminations with a final target of § = 3 optimized
light groups. While our given intensities I; hold an image-sized
matrix at each light source location, the grouping matrix Gy de-
fines the membership ratio for each light source to a group and
holds a vector of size g:

ik = (i1717.,.7ip7q), (8)
Gy = (Gi,...,Gg). &)

Our energy term E is optimizing for the grouping matrix,
hence, finds the optimal light vectors L for the defined number
of groups. It consists of three constraining energy terms and a
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boundary constraint on the grouping matrix G, which is project-
ing it to a value between O and 1. The first constraining term is
a Photometric Stereo constraint. It restricts the final solution to
be close the ground truth surface orientation. Second, an orthog-
onality constraint on the grouping matrix enforces orthogonality
between the groups. High orthogonality results in light groups
having a low overlap to each other in terms of the occupied light
sources. Third, a sparsity constraint enforces sparsity within each
group by favoring overall weights close to 1.

minE (G) st. 0<Gy<1 vke{l,..g} (10)

E(G) = EPS(G) +E0rth0(G) +ESparse(G) (11)
In the following, we describe the energy constraining terms

guiding the light position optimization in more detail. We opti-

mize the energy function by iterative gradient descent steps.

Photometric Stereo constraint

The Photometric Stereo constraint ensures the final result of
the albedo scaled surface orientation to be close to the ground
truth tensor M. For this, we use Eq. 5 and activate the illumina-
tion elements according to their membership ratio in the grouping
matrix G. The membership ratio for each light to the light groups
is illustrated in Fig. 2b, where for each light the strength of influ-
ence to each group (shown with ¢ = 3) is indicated.

2

Eps(G) = %H(gI%M (12)

This constraint is weighted by the scalar A;. The approximation of
the matrix division ¢ at each iteration is a time-consuming step.
Hence, we accelerate the computation by the following energy
approximation.

o 1
Eps(G) = Zo-=-5 -4 13
Ps(G) 3 " (13)
We formulate Epg(G) by utilizing pseudo-inverse and matrix
transposition (denoted with T and T respectively) of matrices M
and I:

A o
Eps(G) = EIHG-(MT-ﬁ)*-MT

R 2
J*—GH .4
This formulation of the Photometric Stereo constraint allows a
stable and fast solution, and binds the grouping matrix to converge
to a solution close to the ground truth formulation.

Orthogonality constraint
Between groups we enforce orthogonality by a scalar factor
Ay as follows:

Bown(@) = Z|-@-6n-(1-3)]. a9

where 1 € R8*€ symbolizes a unit matrix. This term enforces the
group matrix to converge to a result where the light groups have a
high orthogonality to each other. The constraint ensures different
light sources to be activated in each group.
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Sparsity constraint
The sparsity term constraints the size of each group.

Bl®) = S E (Lo ) 0o

For a large A3 more light sources are allowed in each group, than
for a small A3 value.

Experiments

In this section we evaluate our model qualitatively as well as
quantitatively in terms of the normal and albedo error measure-
ments. The accuracy of our optimized surface normals is mea-
sured by the mean angular error (MAE). Reconstructed albedos
are evaluated as root mean squared (RMS) error:

1 & 1/ Nij ~IV,~]~
ENMAE = — cos | ——x (17)
Pq;; <\Ni.,j||Ni,j|)
1 L4 .
EArus = | — Y Y.(Pij—Pij)* (18)
Pq T

We compare results for two optimized configurations, (1)
group illumination and (2) best light source illumination config-
uration. For group illumination (1) we utilize all light sources
in a grouped manner according to their activation value in G.
Best light source configurations (2) use only the highest activated
light source of each group. Additionally, the configuration perfor-
mance is analyzed by measuring the effect of varying the amount
of light groups. The run time of the optimization procedure is
evaluated in terms of the required optimization iterations, as well
run time measured in seconds. The first experiment is carried out
on self-acquired data sets of varying materials. In the second ex-
periment we validate the generality of our method on a publicly
available data set.

Evaluation on a real-world data set

In these experiments, we assess our model on self-acquired
data sets of materials with varying surface characteristics (coin,
leather, fabric), which are relevant for industrial applications.

We use a light rig with 32 white LEDs, as depicted in Fig. 1a.
To prevent interference effects, such as speckles, a diffuser is
placed between the light sources and the object. Lights are ar-
ranged evenly spaced within each of the three rings that are lo-
cated at slant angles of 54°, 38° and 25°. Objects are acquired
with a Nikon D7200 DSLR and a 28 mm lens. Cropped image
sizes range from 1300 x 1300 to 4300 x 3100 pixels.

We generate ground truth surface normals & and albedo p
from 32 single illuminant acquisitions £ as described above. We
obtain light directions £ using specular spheres [12]

For our experiments, we experimentally determine parame-
ter values A; = 0.0005, A, = 0.00005, and A3 = 0.01, and perform
100000 optimization iterations.

Fig. 3 shows a qualitative comparison of the optimization re-
sult of the coin data set optimized for § = 3 light groups. The
top row illustrates our albedo- and the lower row our surface nor-
mal results. The first column shows the GT albedo on top, and
GT normals at the bottom. Columns 2 and 3 illustrate the albedo
and surface normals for the the optimized group configuration and
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their corresponding error maps. The last two columns show the
results of the configuration consisting only of the strongest light
source in any group. An example of obtained results for the coin
data set are shown for group illumination (Fig. 1e) and best light
configurations (Fig. 1d). The rig is partitioned into three approx-
imately equally sized sections with average group light vectors
spaced evenly approximately 120° apart, a result that is consis-
tent with existing literature [9]. The same holds for best light
configurations, where the light sources are located at a 54° slant
angle, similarly evenly spaced in the azimuth direction.

The group illumination result for 3 groups approximates our
GT with ENyjap =~ 2.3° for normals, and EAgys = 0.008 for
albedo. In the best light configuration, ENyag =~ 6.9° for nor-
mals, and EAgys = 0.058 for albedo. Here, group illumination
improves the best lights result by 40% with respect to normal er-
ror and 12.9% for albedo error.

Next, we analyze accuracy for a varying number of groups
g € {3,4,5} on our data set. The results are summarized in Ta-
ble 1. For ¢ = 3 group illumination approximates the GT with
ENpag ~ 2.9° for normals. Increasing the number of groups to
4 and 5 improves normal accuracy to a mean of 1.19° and 1.21°
respectively as shown in Fig. 4 (left). Accuracy improvement for
more than 4 groups is statistically negligible. In this experiment,
we find, that a setup with four light groups is a choice that allows
for a low number of acquisitions while achieving good accuracy.
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(a) Optimization progress (b) Light group matrix G
Figure 2: Illustration of (a) the optimization progress for the coin

data set with three light groups (¢ = 3) and (b) the resulting light
source membership ratio.

Evaluation on a public data set

We evaluate our algorithm on the public Harvard data
set [11]. It provides both ground truth normals and albedo of 7
real-world objects illuminated from 20 directions determined us-
ing a laser scanner. Contrary to our light rig, light directions are
irregularly spaced around the object, as shown in Fig. 5 (2" row,
left). We use the same model parameterization as in the first ex-
periment, but only compute errors in areas with valid data.

0714

Table 1: Optimization Results for self-acquired data sets.

Dataset | Normal Error (MAE) [ Albedo Error (RMS)
Optimized light groups

3 4 5 3 4 5

coin 2.9008 | 1.5110 | 1.5225 || 0.0076 | 0.0060 | 0.0060

sponge 1.1713 | 0.5292 | 0.5322 || 0.0028 | 0.0026 | 0.0026
leather 3.2496 | 1.5457 | 1.5800 || 0.0019 | 0.0014 | 0.0014
Average | 2.4405 | 1.1953 | 1.2116 || 0.0041 | 0.0033 | 0.0033
Best light sources only
3 4 5 3 4 5
coin 6.8907 | 5.5638 | 5.4300 || 0.0576 | 0.0555 | 0.0554
sponge 3.0645 | 2.3958 | 2.2440 || 0.0232 | 0.0230 | 0.0229
leather 8.0611 | 7.1012 | 7.0603 || 0.0162 | 0.0152 | 0.0149
Average | 6.0055 | 5.0203 | 4.9119 || 0.0323 | 0.0312 | 0.0311

Qualitative results of this experiments are shown in Fig. 5.
Despite the irregular light placement our result partitions the
available light sources into approximately equal groups, with
lights of highest activation located at extreme locations. The re-
sults appear similar as in our first experiment.

Our quantitative results for a varying number of groups
g € {3,4,5} are summarized in Table 2. Group configura-
tions for ¢ = 3 approximate the GT with an normal error of
ENyag = 5.44° for normals on average, and GT albedo with
EAgys ~0.12, while the best lights configuration exhibits normal
error of ENyjag ~ 8.8° and EAgys =~ 0.18. Here, group illumi-
nation improves the best light configuration by 62% in terms or
normal error and 66% with respect to albedo.

Increasing the number of groups g from 3 to 4 yields and
an accuracy improvement of 4% in terms of normal error. Using
more than 4 groups does not result in any further accuracy gain.
This fact can be explained with the data set’s irregular light posi-
tions contrary to our regularly shaped light rig.

Table 2: Accuracy results for Harvard data set.

Data set Normal Error (MAE) [[  Albedo Errror (RMS)
Optimized light groups

3 4 5 3 4 5
cat 3.8127 3.3002 3.7513 0.1136 | 0.1129 | 0.1133
hippo 3.9599 3.1553 3.2699 0.1003 | 0.0994 | 0.0998
frog 7.8819 8.2342 8.2896 || 0.1281 | 0.1279 | 0.1280
lizard 4.4301 4.5306 4.2319 0.0950 | 0.0937 | 0.0923
scholar 8.8715 8.6916 8.6067 0.1691 | 0.1667 | 0.1677
turtle 3.4088 3.3556 3.4581 0.1065 | 0.1061 | 0.1054
pig 5.7151 5.3215 5.3407 0.1243 | 0.1234 | 0.1233

Average 5.4400 | 5.2270 5.2783 || 0.1196 | 0.1186 | 0.1185

Best light sources

cat 5.0618 4.5757 5.6830 || 0.1696 | 0.1473 | 0.1589
hippo 8.1835 5.2484 6.9989 || 0.1225 | 0.1358 | 0.1103
frog 10.5156 | 12.1304 | 10.5156 || 0.1961 | 0.2473 | 0.1961
lizard 7.5467 7.5467 6.9220 || 0.1695 | 0.1695 | 0.1537
scholar 16.9706 | 14.5729 | 13.5128 || 0.2390 | 0.2458 | 0.1926
turtle 5.6868 5.9360 5.7776 || 0.1976 | 0.1861 | 0.1747
pig 7.6755 6.0151 6.8109 || 0.1668 | 0.1707 | 0.1730

Average 8.8058 8.0036 8.0315 || 0.1801 | 0.1861 | 0.1656

Optimization runtime

Solving for G can be achieved by computing the terms (M T
1 +)+ and M’ 1" in Eq. 13 before starting the gradient descent.
Therefore, the computational effort of subsequent optimization
iterations scales with the size of G, namely /3.
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Figure 3: Illustration example of qualitative optimization results for our coin data set.
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Figure 4: Illustration of the optimized accuracy with respect to
the number of optimization groups §.

Table 3: Optimization runtimes in seconds.

Number of groups 3 4 5 Size [MPix]

Own 114 | 12.8 | 19.8 6.620

HarvardPS 4.2 4.8 7.3 0.219
2

Table 3 summarizes mean runtimes” in seconds needed to
obtain results of the presented experiments. Optimization for 5
groups on our own data set (32 images with 6.62 MPix size),
takes approximately 20 seconds. Solving for 5 groups on the Har-
vard data sets (20 images with 0.219 MPix size), converges after
roughly 7.3 seconds.

As shown in Fig. 2a, our model converges already at 10%
iterations, a tenth of the total number of iterations used in our
experiments.

Conclusion and Future Work

In this paper, we have presented a novel method for design-
ing light configuration setups for industrial inspection of materials
using photometric stereo. We have shown how to generate light
source setups optimized for the concurring requirements of high
acquisition speed, high accuracy and cost effectiveness.

In industrial setups, long light strobing sequences are often

2Using our CPU-based single threaded MATLAB implementation on
a Intel Xeon W-2145 CPU @ 3.7 GHz.

IS&T Infernational Symposium on Electronic Imaging 2020
Intelligent Robotics and Industrial Applications using Computer Vision

not feasible due to time limitations or moving objects. We limit
the amount of required strobe times and deter weak results by us-
ing an optimal light source positioning as well as light groups.
Our approach determines light configurations, allowing for a re-
construction closest to ground truth. Dealing with real-world ac-
quisitions, this enables us to optimize for specific material types
and topographies. We undertake this research by formulating an
energy function, which consists of three constraints. A photo-
metric stereo term keeps the solution close to ground truth nor-
mals. An orthogonality term guides light groups to occupy differ-
ent light sources in the occupancy (group) matrix. A sparsity term
rewards light groups which minimize the overlap of light source
activations in specific groups. Our energy is optimized using a
standard gradient descent approach. In our experiments on both
self-acquired and public data we have validated the adequacy of
our approach to generate highly accurate, as well as fast acqui-
sition setups. We have found that accurate and fast PS surface
reconstruction can be achieved with a low number of 3 to 4 lights.

Future research will target an experimental validation on tai-
lored optimized PS setups by placing highly diffuse, large light
sources at the position of the computed mean angular vectors.
Moreover, while in this paper, we described optimal light place-
ment for PS under the Lambertian assumption, we plan to extend
our model to more generalized PS formulations.
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