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Abstract
A new rule for modulating costs in side-informed

steganography is proposed. The modulation factors of costs
are determined by the minimum perturbation of the pre-
cover to quantize to the desired stego value. This new rule
is contrasted with the established way of weighting costs by
the difference between the rounding errors to the cover and
stego values. Experiments are used to demonstrate that
the new rule improves security in ternary side-informed
UNIWARD in JPEG domain. The new rule arises natu-
rally as the correct cost modulation for JPEG side-informed
steganography with the “trunc” quantizer used in many
portable digital imaging devices.

Introduction
Side-informed steganography is a form of covert com-

munication in which a secret message is embedded in a
cover object during processing (or conversion) of a pre-
cover [13] to cover. For example, the sender can make
use of the fact that she has the uncompressed image be-
fore applying JPEG compression. In this case, the round-
ing errors eij during quantization of DCT (Discrete Cosine
Transform) coefficients form the side-information. The ac-
tual embedding of the secret message occurs jointly during
processing the precover. Intuitively, DCT coefficients with
rounding errors |eij | ≈ 1/2 are the most “unstable” in the
sense that a small amount of noise could cause them to
be rounded to a different value during compression. In
side-informed steganography, such coefficients are given a
smaller embedding cost to minimize the overall statistical
impact of embedding changes.

Side-information can have many forms and can be ap-
plied whenever a high quality precover is available to the
sender who applies to it some information-reducing pro-
cessing to obtain the cover as long as the last step of the
processing is quantization. Examples include converting
a true-color image to a palette format [7], JPEG recom-
pression [8], and the by far most popular case of JPEG
compression [17, 19, 21, 12, 11, 10, 4].

Originally, side-informed schemes were inherently bi-
nary in the sense that the only embedding changes allowed
were those in which the cover element (before rounding)
was “rounded to the second closest value.” The authors
of [4] showed the benefit of ternary embedding by allowing
embedding changes by ±1 with appropriately modulated
costs. The authors noted that the benefit of ternary em-
bedding over binary is larger for fine quantization, e.g., in
the spatial domain, and comparatively much smaller for
harsh quantization (in JPEG domain). As this paper in-

dicates, this is likely due to not penalizing the cost of the
“furthest” (third) stego value enough. To this end, we pro-
pose a new heuristic rule for modulating costs based on
the minimum perturbation that needs to be applied to the
precover to round to the desired stego value. The benefit
of this rule is especially apparent when the quantization
is harsh. It also universally applies when the quantizer is
simple rounding as well as when the quantizer is truncation
towards zero as is the case for some JPEG compressors.

In the next section, we review previous art in binary
and ternary side-informed steganography. In the third sec-
tion, we introduce the new rule for cost modulation, and
the following section contains the results of all experiments
and their interpretation. The paper is concluded in the last
section.

Modulating costs (prior art)
For steganography designed to minimize costs (em-

bedding distortion), a popular heuristic to incorporate
a precover value xij ∈ R during embedding is to mod-
ulate the costs based on the quantization error, which
is in case of rounding, eij = xij − [xij ], −1/2 ≤ eij ≤
1/2 [17, 21, 12, 10, 11, 4, 19], where [·] denotes the op-
eration of rounding to the nearest integer.

Binary side-informed embedding
A binary embedding scheme modulates the cost of

changing cij = [xij ] to [xij ] + sign(eij) by 1−2|eij |, while
prohibiting the change to [xij ]− sign(eij) :

ρ
(B)
ij (sign(eij)) = (1−2|eij |)ρij (1)

ρ
(B)
ij (−sign(eij)) = Ω, (2)

where ρ
(B)
ij (u) is the cost of modifying the cover value

by u ∈ {−1,1}, ρij are costs of some additive embedding
scheme, and Ω is a large constant (“wet” cost [9]). The
superscript B indicates that the costs are for binary em-
bedding. This modulation is usually justified heuristically
because when |eij | ≈ 1/2, a small perturbation of xij could
cause cij to be rounded to the other side. Such coeffi-
cients are thus assigned a proportionally smaller cost be-
cause 1−2|eij | ≈ 0. On the other hand, the costs are un-
changed when eij ≈ 0.

The factor 1−2|eij | for cost modulation has been stud-
ied in [5], where the authors showed that, based on a dis-
crete Gaussian precover model, the steganographic Fisher
information should be modulated by the square of the same
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Figure 1. By rows: Detection error PE of SCA-GFR / GFR for SI-UNIWARD with (old) cost modulation by difference (TD) (solid) and (new) modulation
by minimum perturbation (TP) (dashed) at quality factors 75, 85, and 95 (left). The right column shows the increase of PE when going from (TD) to (TP)
modulations.

factor. This provides some justification to the heuristics in
this paper and also in previous art.

Ternary side-informed embedding
A ternary version of this embedding strategy [4] allows

modifications both ways with costs :

ρ
(TD)
ij (sign(eij)) = (1−2|eij |)ρij (3)

ρ
(TD)
ij (−sign(eij)) = ρij . (4)

The modulation factors 1− 2|eij | and 1 are the dif-
ferences between the rounding errors to a stego element
yij ∈ {[xij ]−1, [xij ] +1} and to the cover element :

ηij = |yij −xij |− |xij − [xij ]|. (5)

Indeed, when yij = [xij ] + sign(eij), ηij = 1− 2|eij |.
When yij = [xij ]− sign(eij), ηij = 1 + |eij | − |eij | = 1, in
agreement with (3)–(4). The superscript TD stands for
Ternary cost modulation by Difference. Note that the cost
either stays the same or decreases, while the sum of both
costs is

ρ
(TD)
ij (−1) +ρ

(TD)
ij (+1) = 2ρij −2|eij |ρij , (6)

and is thus dependent on the rounding error eij . In the
next section, we replace the rule with an alternative rule
that assigns larger costs to changes by −sign(eij), while it
assigns the same cost to changes by sign(eij) as in (3).

Cost modulation by minimum perturbation
The proposed rule can be simply worded in English by

stating that the modulation factor is the minimum amount
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Figure 2. By rows: Detection error PE of SCA-SRNet / SRNet for SI-UNIWARD with (old) cost modulation by difference (TD) (solid) and (new) modulation
by minimum perturbation (TP) (dashed) at quality factors 75, 85, and 95 (left). The right column shows the increase of PE when going from (TD) to (TP)
modulations.

of perturbation applied to the precover to quantize to the
desired value. This minimum perturbation is 1/2−|eij | for
change [xij ]→ [xij ] + sign(eij) and 1/2 + |eij | for [xij ]→
[xij ]− sign(eij) :

ρ
(TP)
ij (sign(eij)) = (1/2−|eij |)ρij (7)

ρ
(TP)
ij (−sign(eij)) = (1/2 + |eij |)ρij . (8)

The superscript TP stands for Ternary cost modula-
tion by minimum Perturbation. Since multiplying all costs
by the same scalar does not change the properties of the
embedding scheme, notice that the modulation factors can
equivalently be 1− 2|eij | and 1 + 2|eij |, respectively. In
contrast to the established way of cost modulation in side-
informed steganography, rounding “against” the rounding
error is now penalized more. Thus, one can expect that

this will have the biggest impact for harsh quantization
(low quality JPEG). Also note that the sum of costs is
now equal to the sum of the original costs

ρ
(TP)
ij (−1) +ρ

(TP)
ij (+1) = 2ρij . (9)

Experiments

This section contains the results of all experiments and
their interpretation. We begin with SI-UNIWARD with
the round quantizer and contrast the old (TD) cost mod-
ulation with the new one (TP). Then, we focus on “trunc”
JPEGs and use the new rule for cost modulation in SI-
UNIWARD (the old rule is inapplicable in this source).
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Dataset
Our dataset was derived from 47,260 RAW images pro-

vided as part of the steganalysis competition ALASKA.1
Available from the same web site is the script for developing
the RAW images to the true-color (24 bit) TIFF format.2
Then, the image was converted to grayscale, leaving the
pixel values represented as “double,” and resized using the
cubic kernel so that the smaller side is 256, and finally
centrally cropped to 256× 256. The reader is referred to
the above-cited ALASKA web site for more information
the script. Pixel values were stored as integers before com-
pression.

The database was randomly split into training, vali-
dation, and testing sets with 40,460, 3,200, and 3,600 im-
ages. Detectors trained as classifiers with rich models were
trained on the union of the training and validation sets.

Evaluation metric
The detection performance was measured with the to-

tal classification error under equal priors on the test set

PE = min
PFA

1
2(PFA +PMD), (10)

where PFA and PMD stand for the false-alarm and missed-
detection probabilities.

Round JPEGs
Table 1 and Figures 1, 2 contrast the performance of

ternary SI-UNIWARD as proposed in [4] (with TD modu-
lation of costs) and the proposed version with costs modu-
lated by minimum perturbation (TP). The tested payloads
were 0.2, 0.4, 0.6, and 0.8 bits per non-zero AC DCT coef-
ficient (bpnzac). While the impact of the new cost modu-
lation is the largest for low quality factors and large pay-
loads, improvement in security is observed for every tested
scenario, with the exception of the largest quality factor
95 with payload 0.8 bpnzac, where the schemes attain the
same level of detectability, and for quality factors 75 and
95 with payload 0.2 where the algorithms are virtually un-
detectable. In particular, with the selection-channel-aware
(SCA) GFR feature set [20, 3], for quality 75, the improve-
ment in security is almost 3% in terms of PE for the largest
payload. This gain decreases to 1.5–2% for quality 85. For
the highest tested quality of 95, the improvement was less
than 1%.

The selection channel supplied to the SCA-SRNet was
computed from the non-modulated costs because the mod-
ulation (side-information) is not available to the stegana-
lyst. Interestingly, in most cases the selection channel ac-
tually hurts the performance of the SRNet. We conjecture
that this may be due to the imprecise selection channel.
The improvement in security offered by the new modula-
tion is consistent with what was observed with rich models.

1https://alaska.utt.fr
2We modified the conversion script to only use the

’dem_amaze.pp3’ RAW converter.
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Figure 3. Detection error PE of GFR for SI-UNIWARD with (new) mod-
ulation by minimum perturbation (TP) in trunc JPEGs (dashed) and with
standard JPEGs with payload correction according to SRL (solid) at quality
factors 75, 85, and 95.

The trunc quantizer
Many portable imaging devices today use a slightly

different implementation of JPEG compression that em-
ploys the operation of truncation for quantizing DCT co-
efficients [1, 2]. This quantizer essentially rounds towards
zero instead of the nearest integer. Formally, the precover
value xij is quantized to the nearest integer smaller than
or equal to xij when xij ≥ 0, and to the nearest integer
larger than or equal to xij when xij < 0. This way of
quantizing is adopted probably due to an easier hardware
implementation.

Applying the original (TD) rule for modulation in this
source leads to obvious problems because the rounding er-
ror 0 ≤ eij < 1 for xij > 0 and −1 < eij ≤ 0 for xij < 0.
A modulation factor 1−2|eij | would thus lead to negative
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QF 75 QF 85 QF 95
Detector Modulation 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8

GFR TD 0.4796 0.4071 0.2968 0.1822 0.4814 0.4147 0.3103 0.2011 0.4838 0.4517 0.3728 0.2707
TP 0.4788 0.4147 0.3203 0.2104 0.4828 0.4285 0.3269 0.2199 0.4804 0.4518 0.3831 0.2704

SRNet TD 0.4658 0.3337 0.1982 0.0953 0.4662 0.3381 0.1957 0.0984 0.4756 0.3664 0.2354 0.1198
TP 0.4653 0.3591 0.2182 0.1201 0.4713 0.3450 0.2186 0.1075 0.4808 0.3887 0.2467 0.1314

Table 1. Detection error PE of ternary SI-UNIWARD with (old) cost modulation by difference (TD) and (new) modulation by
minimum perturbation (TP) with SCA-GFR / GFR feature set (whichever is better), ensemble classifier [18] and SCA-SRNet / SRNet
(whichever is better).

costs. Moreover, it does not correspond to what one would
intuitively expect because zero cost should be associated
with eij ≈ 0 or |eij | ≈ 1. Additionally, precover values that
are quantized to 0 experience −1<eij < 1, while we require
zero cost for |eij | ≈ 1.

Computing the modulation factors as the minimum
perturbation that makes the precover round to the de-
sired stego value, for positive xij , ρ

(TP)
ij (+1) = (1−eij)ρij

and ρ(TP)
ij (−1) = eijρij , and for negative xij , ρ

(TP)
ij (+1) =

−eijρij and ρ(TP)
ij (−1) = (1+eij)ρij , which can be written

in a more compact form :

ρ
(TP)
ij (sign(eij)) = (1−|eij |)ρij (11)

ρ
(TP)
ij (−sign(eij)) = |eij |ρij . (12)

For xij such that [xij ] = 0, the minimum perturbation
is different due to the character of the quantizer :

ρ
(TP)
ij (+1) = (1−eij)ρij (13)

ρ
(TP)
ij (−1) = (1+eij)ρij . (14)

Note that for [xij ] 6= 0, the sum of both costs is equal
to ρij , while for the zero bin {x ∈ R

∣∣[x] = 0} the sum is
twice as large: 2ρij . This makes intuitive sense because
the quantization bin for zero coefficients is two times larger
than for any other bin, and it is crucial for SI-UNIWARD
to work properly in trunc JPEGs [2]. Table 2 shows the
performance of (TP) modulation in trunc JPEGs.

To further validate the correctness of the (TP) cost
modulation in trunc JPEGs, we compared the performance
of SI-UNIWARD in regular JPEGs (with the round quan-
tizer) embedded with payload size adjusted for constant
statistical detectability according to the square root law
(SRL) [16, 6, 15, 14] for a fair comparison. In particular,
the relative payload in bpnzac in the round source, αround,
was scaled as

αround = αtrunc ·
√
Ntrunc

Nround
· log(Nround)

log(Ntrunc) , (15)

where Ntrunc and Nround stand for the number of non-
zero AC DCT coefficients from a given image in trunc and
round JPEGs, respectively. Table 3 and Figure 3 show that
even with the adjustment of the payload size according to
the SRL, the (TP) cost modulation in trunc JPEGs is still
more secure than in round JPEGs. This seems to indicate
that the trunc source is harder to steganalyze.

Conclusions
Side-informed steganography is a term used for em-

bedding with side-information, usually in the form of the
unquantized cover called the precover. The quantization
error e is used to adjust the costs of changing the cover
element. In ternary schemes, this change can be either by
sign(e) or by −sign(e), which can be interpreted as quan-
tizing the precover to the second and third closest cover
value, respectively. An established way to adjust the costs
of both changes is to multiply the cost by 1−2|e| and by
1, respectively, which leads to unequal embedding change
probabilities that prefer changing the cover element to the
second closest value. This modulation is heuristically jus-
tified as the difference between the quantization errors to
the corresponding stego and cover values.

In this work, we challenge this rule and propose mod-
ulation factors in the form of the minimal perturbation
that needs to be applied to the precover to quantize to
the desired stego value. Under this new rule, the modula-
tion factor for the change by sign(e) (to the second closest
value) stays the same, 1−2|e|, but it becomes 1+2|e| when
quantizing to the third closest value, i.e., by −sign(e). Pe-
nalizing such changes more has the biggest impact when
the quantization is harsh, such as for low JPEG quality.
In the spatial domain, where the quantization is fine, both
rules give approximately the same performance.

For SI-UNIWARD in the JPEG domain, we observed
an improvement by up to 3% in terms of PE for quality 75
and the largest tested payloads (0.6 and 0.8 bpnzac). The
gain generally diminishes with decreased payload and with
increased JPEG quality. For quality 85 and 95, the largest
gain was about 2% and 0.8%.

Our current work focuses on replacing the heuristics
by deriving the embedding change rates from a precover
model and the impact of embedding on the model similar
to what was proposed in [5].

All code used to produce the results in this paper,
including the network configuration files are available from
http://dde.binghamton.edu/download/.
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