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Abstract 

Mobile Health (mHealth) applications (apps) are being widely 

used to monitor health of patients with chronic medical conditions 

with the proliferation and the increasing use of smartphones. Mobile 

devices have limited computation power and energy supply which 

may lead to either delayed alarms, shorter battery life or excessive 

memory usage limiting their ability to execute resource-intensive 

functionality and inhibit proper medical monitoring. These 

limitations can be overcome by the integration of mobile and cloud 

computing (Mobile Cloud Computing (MCC)) that expands mobile 

devices’ capabilities. With the advent of different MCC 

architectures such as implementation of mobile user-side tools or 

network-side architectures it is hence important to decide a suitable 

architecture for mHealth apps. We survey MCC architectures and 

present a comparative analysis of performance against a resource 

demanding representative testing scenario in a prototype mHealth 

app. This work will compare numerically the mobile cloud 

architectures for a case study mHealth app for Endocrine Hormonal 

Therapy (EHT) adherence. Experimental results are reported and 

conclusions are drawn concerning the design of the prototype 

mHealth app system using the MCC architectures. 

Index Terms – mobile cloud computing, healthcare, apps, 

cloud, performance   

 

Introduction  
    With the proliferation of smartphones, and the introduction of 4G 

networks, mobile technology has been experiencing progressive 

changes. Mobile networks are achieving higher throughputs and 

newer technologies such as 5G are providing higher rates. Hence, 

protocol traffic overhead does not appear to be a crucial issue 

anymore. Although smartphones are capable of processing many 

mobile apps, but they have limited battery lifetime (power 

resources). MCC paradigm is therefore attracting attention of 

researchers towards the technology that helps in lowering power 

consumption and delays without effecting the mobility and 

availability offered by the mobile networks. It integrates mobile 

devices with cloud computing and utilizes services provided by the 

cloud through the client (mobile device). It is a technology that 

computes complex operations or complete (or some portions of) 

resource-intensive apps on the distant or nearby cloud or servers, 

which cannot be handled on the mobile devices properly. The aim is 

to decrease device’s power consumption and associated expenses.  

    Many sectors including cloud-healthcare systems can benefit 

from MCC. MCC healthcare systems [1] [2] are being built to 

capture and analyze real-time biomedical signals such as ECG, 

blood pressure or even simply self-reported symptom data for any 

chronic condition supportive care. Typically, these data can be 

synced through a personalized healthcare apps that are installed on 

users’ mobile devices and health data can be synchronized to the 

healthcare cloud service for analysis and/ or storage. Different MCC 

architectures and a significant number of mobile cloud apps have 

been proposed by research initiatives. However, there is no 

standardized platform that aids wider deployment of apps. In [3], 

authors compare the performance of existing MC architectures in 

supporting resource-intensive apps. They numerically compare the 

performance of MC architectures across various MC apps.  While 

there are huge benefits of using the MCC, there are some limitations 

such as the delays or latencies observed when the remote cloud 

services are accessed by the mobile devices from farther distances. 

This is where using the cloudlet between public or enterprise remote 

cloud and the mobile device reduces connection latencies and power 

consumption [4].  

    The motivation of why we need MCC and differences between 

traditional cloud computing and MCC are clearly explained in [5]. 

Different concepts related to mobile cloud, called remote, local, and 

the cloudlet are emphasized by them. Most common one is the 

remote cloud where a mobile cloud app leverages remote cloud for 

accessing different services that are complex. The local cloud is 

where the mobile devices communicate to each other to share the 

relevant data with other partner devices. It is used when a group of 

devices are working towards a common task. Cloudlet is another 

important and well-known, widely used concept that concerns with 

a nearby cloud server, which interacts with client devices over 

wireless local area network (WLAN). It has been initially proposed 

in [6]. It is discussed that the remote server allows the mobile 

devices to perform complicated processes that require data intensive 

transfers such as videos retrievals and streaming, games, face 

recognition and image processing etc. Data exchanges or transfers 

like these increase latency severely. They proposed cloudlet that is 

a server similar to a Wi-Fi access point to overcome such 

limitations. Users can save their virtual machine (VM) on their 

mobile devices in this cloudlet infrastructure and then run intricate 

tasks by launching their VM image to the cloudlet.  While the 

cloudlet is not as powerful as a cloud server, but it is just one-hop 

over Wi-Fi connection between the cloudlet and the mobile device. 

Mobile devices can connect to the remote cloud if any cloudlet is 

not available in the infrastructure setting. Additionally, in the 

absence of any internet connection (Wi-Fi or Cellular LTE data), the 

mobile devices can use their on device computation capabilities.  

    Healthcare apps usually require greater amounts of computational 

and communication resources. These are also associated with 

accessing large quantities of data dynamically. Through cloudlet 

architectures, MCC could hence provide the required resources 

(computation or storage) at the right time and place. In this paper, 

we initially survey existing MCC architectures and study the 

performance of a prototype mHealth app using cloud-based and 

cloudlet-based architecture against a resource-intensive 

representative testing scenario.  

     The organization of this paper is as follows:  In Related Work 

Section, the MCC background and related works are discussed. 
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MCC Architectures Survey Section surveys existing MCC 

architectures. In Case Study mHealth App Section, the prototype 

cloud-based and cloudlet-based mHealth app are discussed. In 

Experiments and Results Section, the testing and the simulation 

environment is explained followed by the implementation results 

and measurements corresponding to the metrics. Conclusion Section 

concludes our study and provides possible future research 

directions. 

  

Related Works 
      MCC has grown to be an important technology lately with the 

addressing of mobile devices’ challenges such as limited battery life 

(power resources), latency, bandwidth costs etc. There are 

significant number of related work in many domains including 

finance and health that found the usefulness of MCC. A prototype 

implementation of cloudlet architecture is presented in [7].  

Advantages of such architecture in real-time apps is shown. As 

mentioned, cloudlet is fixed near a wireless access point in a simpler 

approach. However, in [7], it has options to choose the available 

cloudlet resources dynamically.  

      To reduce network delay and power dissipation for apps such as 

multimedia-based intensive apps, a large scale MCC model was set 

up in [8]. This model has an added advantage that considers the 

mobility of mobile users, which allows mobile users moving in this 

area to be connected to remote cloud services with less bandwidth 

needs and without compromising on the quality of service (QoS). 

The work in [9] analyses the impact of using cloudlets with MCC 

on interactive apps that include video streaming. The two models 

were compared based on the system throughput and data transfer 

delay metrics, where in majority of scenarios, the cloudlet-based 

model proved to be better than the cloud-based one.    

     The spread of cloud computing infrastructure to meet the ever 

increasing demand for computation and communication, operating 

data centers consuming huge amounts of power increase, which 

raises concern for energy conservation.  To address this, resource 

management and optimization policies in the cloud that include VM 

like migration, server consolidation and virtualization are proposed 

in [10].  

     Generally, mobile devices can perform a task that cannot be 

handled locally with computation offloading that is one of the 

important features of MCC. The main idea is computation 

performance improvement and to save power or energy while the 

choice of performing a task locally or remotely is not straight 

forward. Offloading tasks to the cloud does not necessarily deliver 

the best performance always due to huge volumes of data transfer 

involved as contended in the work in [11].   

    The objective behind our study is the cloudlet concept, primarily 

for data storage and retrieval or transmission (in the discussed case 

study). In [12], the cloudlets are used in environments with limited 

internet connection to decrease the end-to-end latency for the 

latency-sensitive and the resource-intensive apps. While, authors in 

[7] used them for the real-time immersive apps, where they propose 

a framework to optimize the app performance at run-time as well as 

for determining whether to offload or not and which parts of 

computation. 

     As for the cloudlet architectures, the two-tier architecture was 

predominantly used since its inception. However, in recent years, 

the multi-tier architectures have also been considered as in [13] [14]. 

The work in [15] proposes a multi-tier architecture for the big data 

apps, where the cloudlets are placed in the middle tier. The authors 

in [16] highlight that the cloud communication solely does not 

provide satisfactory performance for the resource-intensive and 

delay-sensitive apps (like mHealth). Decision about handling the 

client request on cloud or cloudlet was formulated as an 

optimization problem and solved by a linear programming method. 

In our work, we are evaluating the performance of a cloud-based 

mHealth app for improving adherence in breast cancer patients who 

received Endocrine Hormone Therapy (EHT) with its cloudlet-

based implementation.  

MCC Architectures Survey 
         While MCC technology has a lot of potential application, there 

is no one single standardized architecture. Of the various 

architectures proposed by researcher, each one of them tries 

highlights a certain prerequisite i.e. power consumption, mobility, 

delay or response times etc. The methodology, system architecture 

and the services used by mobile devices vary. This section surveys 

existing MCC physical and application layer architectures. The 

choice of the MCC architecture depends on the technical design 

choices based on the application as well as the availability of 

infrastructure components at the facility.  

 

MCC physical architectures include the following: 

1. Cloud computing with mobile terminals 

Cloud services like storage and computation are deployed in a 

remote cloud server as in conventional cloud computing 

architectures. Mobile devices such as smartphones are the terminals 

that connect to the internet over LTE or UMTS or GPRS mostly. 

Some of the advantages of this architecture include availability, 

handover, location privacy and native encryption. Leaving the 

network area in such architecture causes drop in the connection and 

the cloud service. 

 

2. Virtual cloud computing provider 

To share processing load, a virtual cloud is created from peer-to-

peer (P2P) connected mobile devices over an ad-hoc Wi-Fi 

connection. P2P nodes participate when in the Wi-Fi range. After 

the selection of participant mobile devices in this architecture, the 

job is divided into tasks and is offloaded to a participant mobile 

device. Requestor consolidates the final result when the mobile 

device sends its processed data. 

 

3. Cloudlet 

Cloudlet servers are typically collocated with Wi-Fi hotspots and 

installed in densely populated areas. Users with mobile devices can 

connect to these servers and offload the task processing.  Depending 

on the availability of infrastructure and organization capacity, 

cloudlet architectures can be of below three types [13]: 

a. Single-tier 

This architecture is suitable for organizations with their own 

cloudlet infrastructure where the on premise cloudlet hardware 

responds to users’ mobile devices’ service requests. Mobile devices 

and the cloudlet are in the same WLAN in this architecture.  

b. Two-tier 

This architecture integrates a cloud tier to the single-tier architecture 

setup for users to be able to offload their tasks completely through a 

Wide Area Network (WAN) connection. Cloud services could be on 

Amazon web services, Microsoft Azure or Google Cloud. The major 

difference between two-tier and single-tier is the availability of 

cloud service or not respectively.   

c. Two-tier with load balancer 

This architecture is feasible when the MCC facility owners are also 

part of the same organization. Hence, the common infrastructure can 
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contribute to the overall system design but based on organizational 

constraints.  Load balancer in such architecture handles the task 

requests from users’ mobile devices and reshuffles them to the 

available cloudlets. The communication overhead and the 

transmission delays are assumed to be negligible. Mobile device can 

be redirected to any cloudlet in this architecture unlike in two-tier 

architecture without load balancer where cloudlets in the same 

WLAN can only serve the mobile devices. 

 

4. Operator centric mobile cloud architecture (OCMCA) 

A cloud server is installed within the network of mobile operator in 

this architecture that brings the cloud closer to the user, hence 

decreasing the delay. The services offered by mobile 

communication, availability, location privacy and the handover are 

not affected.   

 

MCC application layer architectures include the following: 

Unlike physical layer architectures as discussed above, application 

layer architectures are the offloading mechanisms that offload 

resource demanding apps or portions of the apps. These 

architectures address the issue based on which portion of an app is 

consuming more resources (power or battery life) on mobile device. 

We do not leverage application layer offloading mechanisms for the 

performance evaluation in this work. The application layer methods 

can be used in association with the physical layer architectures.  

1. CloneCloud  

CloneCloud [17] partitions application and assists mobile apps in 

offloading portions into the remote cloud. It employs dynamic 

profiling and static analysis to partition the apps in order to optimize 

overall execution cost. Execution cost typically comprises of 

computation, migration and the energy consumption. It uses 

application level VM to partition the app and runs one part on the 

mobile device itself and the other on the clone.  

2. OpenMobster  

OpenMobster [18] is a mobile cloud platform open-source project 

that provides mobile apps to move to MCC by abstracting that arise 

from the access of remote resources such as inter-application 

communication, local database, and network connection 

management, synchronization and queuing of messages to and from 

the cloud server, and the availability detection of the cloud server.  

3. Some other similar application models are categorized as  

Performance-based, Energy-based, Constraint-based, and Multi-

objective models whose details are explained in [3]. 

Case Study mHealth App 
      This section presents our prototype Android HT Patient Helper 

mHealth app for the evaluation of performance of the app’s cloud-

based and cloudlet-based version. We performed two assessment 

campaigns each for both the versions and observe the Firebase cloud 

(for cloud-based) and cloudlet database (for cloudlet-based) 

performance for a data intensive videos retrieval test scenario. We 

load the databases in both the versions and study the effect of Wi-Fi 

and 4G LTE (only with cloud-based) network connectivity under the 

load on the quality of user experience in terms of response time. We 

provide overview of the app with cloud and cloudlet assistance 

initially and then describe test scenario. As for the test campaigns 

that are described in [20], in the current work, we load Firebase in 

the cloud-based model while assessing the impact of wireless 

network connectivity (Wi-Fi and 4G LTE) and NoSQL database in 

the Wi-Fi cloudlet-based model with just Wi-Fi.    

 

1. Overview of App and cloud-based model 

Fig. 1 shows the cloud-based traditional MCC architecture 

model for HT Patient Helper mHealth that was originally 

developed as a cross-platform cloud-based app for self-

monitoring, self-efficacy, and self-education of breast cancer 

patients who have undergone Endocrine Hormone Therapy 

(EHT). It is for patients to improve their adherence to 

medication [19]. Google Firebase was chosen as a cloud 

database server in the prototype implementation and its 

services can be accessed or delivered via wireless network 

technologies (Wi-Fi or 4G LTE). The region was us-central. 

The app has the following features overall: 

a) Educational content that provides access to breast cancer 

specific symptoms, medication information, and reference 

or motivational videos from peers and doctors.  

b) Tracking symptoms that enables patients undergoing 

therapy to keep track of their symptoms on a regular basis, 

go to place for relevant educational content as well as for 

progress updates in the form of summary graphs. 

c) Push notifications to be sent to patients using the mobile 

app for sending reminders for medication, symptoms 

submission, doctor appointments, and motivational 

messages to keep them motivated. 

d) Calendar for reminders as in (c), contact details of 

healthcare professionals, healthcare centers, support 

groups and technical support team.    

 

2. Wi-Fi Cloudlet-based model  

Healthcare apps are time and delay-sensitive. Hence, it is 

required to offer crisp interaction to patients while allowing the 

mobile devices to have acceptable battery life yet responding 

patients with the requested services in a timely manner. Figure 

2 shows the Wi-Fi cloudlet-based MCC model, where the 

mobile devices with app installed retrieves data from the 

cloudlet, reducing the transmission delay, and also reduces the 

mobile device power consumption. Cloudlet is a decentralized 

cloud computing element and is located just one wireless hop 

away. In the current work, relevant to the test scenario, cloudlet 

acts a data storage repository. The local cloudlet over Wi-Fi 

that is used has following specifications: Intel core i7, 3.2 GHz 

processor, with 16 GB RAM, and 500 GB SSD. A NoSQL 

database is setup with the app-based data models.  

 

 

Figure.  1. Cloud-based MCC model for mHealth app 
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Figure.  2. Wi-Fi Cloudlet-based MCC model for mHealth app 

 

3. Test Scenario 

In the current work, we model the test scenario for one of the 

core features of medical reference apps as the case study app 

that involves retrieving videos of medication related 

information, tips to manage symptoms and procedures from 

peers and doctors. The test scenario consists of the navigation 

sequence: Splash page  Login page  Home Page  HT 

Learn More (educational content feature)  Videos tab  

Video categories  Videos.  

Experiments and Results 
      This section discusses the measurements results from the 

experiments that we conducted on real Android device to evaluate 

the two MCC architectures. We evaluate the performance of our 

prototype mHealth app in terms of response times, for different 

network configurations of the cloud-based and cloudlet-based 

models. We compare offloading the app database back-end to 

different sites, including the Firebase cloud database, and a local 

cloudlet over Wi-Fi. We collected the raw trace data by 

timestamping critical events of the app based on the described test 

scenario, and calculated response times for the videos retrieval 

based on the timestamp of the response from database (remote or on 

local cloudlet) is received and the timestamp of request sent from 

the app. Additionally, we calculated the power consumed by the 

mobile device during video data retrieval and waiting as a 

quantifiable metric along with the response time. An architecture 

that achieves lower response time and lower power consumption is 

better suited for the application. We leveraged PowerTutor [21] to 

measure the consumed power during the experiments.  

 

1. Experimental Setup 

The specifications of the hardware used in our experiments are 

shown in Table1. We have set up a desktop machine to represent a 

cloudlet. The list of testing tools and application programming 

interfaces (APIs) used are also described in [20]. Each experiment 

typically runs for 5 minutes. Android mobile device stores the raw 

trace data collected from the experiments for further analysis of 

getting the 95th percentile of the response times based on the 

configuration.  

 
Table 1: Hardware Used in Experiments 

 

 CPU RAM 

Test Computer  2015 Macbook Pro 
15” running macOS 
Mojave, Processor 
2.5 GHz i7 

16 GB 

Android Phone Nexus 6P Octa-
core (4x1.55 GHz 
Cortex-A53 & 4x2.0 
GHz Cortex-A57) 
running android 8.0 
Oreo 

3 GB 

Cloudlet Intel core i7, 3.2 
GHz processor 

16 GB 

 

2. Simulations and Measurements 

For both cloud-based (default version) and Wi-Fi cloudlet-

based versions of the app, the video sections are retrieved from 

the corresponding backend databases consisting of data 

models. With the increase in the database load, the response 

time should increase. We conducted experiments on with 

mobile device in a full battery regular mode. For every 

simulation based on Wi-Fi connectivity with both MCC model 

architectures and 4G LTE with cloud-based architecture, we 

load corresponding database by querying the entire videos node 

at different time intervals. Hence, the backend services run on 

a Wi-Fi cloudlet machine, and the Android phone is used as a 

client device.  

The simulation scripts are run on the test computer mentioned 

in Table 1, which provides us the ability to control different 

threads and simultaneous instances of the app to simulate 

multiple users, user interface (UI) interactions based on the test 

scenario and submit requests to concerned database. The 

mentioned parameters are adjusted to achieve the required 

database load in the increments of 25% from no load to 100% 

load. Both the response time (in terms of raw trace data 

collection) and power consumption are measured on the mobile 

device.  Response time data is further processed on the test 

computer for the response time plots, mean and standard 

deviation values.  

Table 2 shows the measurement results across the two 

architectures for the app indicating the mean and standard 

deviation values of the response times along the power 

consumed in each setting. The values clearly indicate that the 

Wi-Fi based cloudlet model performs better in executing the 

videos retrieval in the app and has lower response time and 

consumes less power, showing the effect of retrieving data 

from a server at one wireless hop distance as opposed to the 

cloud database in the us-central region.  
 
Table 2: Delay and Power measurement results across 
different architectures 

 

MCC 
Architecture 

Cloud-based 
 

Wi-Fi Cloudlet-
based 
 

Wi-Fi (Mean/ std. 
dev (in ms) ) 

328.28/ 992.84 
 

286.84/ 863.77 

Wi-Fi (Power 
(0%/ 100% load) 
(in mW)) 

 
483/ 522 

400/ 450 

4G LTE (Mean/ 
std. dev (in ms) ) 

403.28/ 1095.89 - 

4G LTE (Power 
(0%/ 100% load) 
(in mW)) 

503/ 546 
 

- 
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We further plot the 95th percentile response time plots to compare 

the two architectures to see the effect of increasing the load on the 

data retrieval from the database on the user experience. Figures 3 

and 4 show the plots for the same with LTE and Wi-Fi modes in 

the cloud-based architecture, and only Wi-Fi mode in the cloudlet-

based architecture.  

 
Figure. 3. Android LTE vs Wi-Fi 95th percentile Response time plot 
for Cloud-based architecture 

 

 
Figure. 4. Android Wi-Fi 95th percentile Response time plot for Wi-
Fi Cloudlet-based architecture 

 

While irrespective of the architecture, the response time increases 

with the increase in the database load. However, Wi-Fi cloudlet-

based architecture has lower response times at nearly every load 

intensity as compared to cloud-based version. In general, offloading 

to nearby local cloudlet proved to be better for the app, which will 

likely to make a difference in user experience when the loads are 

higher.  As for the original cloud-based version with Firebase 

database, LTE measurements are higher than the corresponding 

measurements over Wi-Fi. This could be because in general, Wi-Fi 

is more efficient if the signal strength is good while retrieving huge 

data chunks.  

Conclusion and Future work 
       The current work surveyed existing MCC architectures from 

both the physical and application layers perspective. Based on our 

access to the infrastructure, we realized a prototype mHealth app 

with two MCC architectures. We then compared the performance of 

this app with cloud-based and Wi-Fi cloudlet-based MCC 

architectures. Cloudlet-based architecture over Wi-Fi performs 

better and provides better user experience when performing 

resource-intensive data retrievals which is crucial for delay-

sensitive medical reference-based healthcare apps. To the best of our 

knowledge, in order to assess the cloudlet-based performance over 

LTE network, we need access to LTE-connected cloudlets that are 

not yet commercially deployed and needs a prototype setup with 

assistance from telecommunication companies to get an 

experimental FCC license.  A Cloudlet server then needs to be 

connected to this new network’s eNodeB base station. As a future 

work, we would like to explore this methodology and setup an 

experimental low power lab prototype LTE network and perform 

further assessment of the prototype app’s cloudlet-based model over 

LTE. We would also like to consider the mobility model and the 

ability for the app to perform nearby cloudlet discovery and 

selection as opposed to a dedicated server as a future extension.  
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