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Abstract 

Computer generated 2D plus Depth (2D+Z) images are 
common input data for 3D display with depth image-based 
rendering (DIBR) technique. Due to their simplicity, linear 
interpolation methods are usually used to convert low-resolution 
images into high-resolution images for not only depth maps but also 
2D RGB images. However linear methods suffer from zigzag 
artifacts in both depth map and RGB images, which severely affects 
the 3D visual experience. In this paper, spatial distance-based 
interpolation algorithm for computer generated 2D+Z images is 
proposed. The method interpolates RGB images with the help of 
depth and edge information from depth maps. Spatial distance from 
interpolated pixel to surrounding available pixels is utilized to 
obtain the weight factors of surrounding pixels. Experiment results 
show that such spatial distance-based interpolation can achieve 
sharp edges and less artifacts for 2D RGB images. Naturally, it can 
improve the performance of 3D display. Since bilinear interpolation 
is used in homogenous areas, the proposed algorithm keeps low 
computational complexity. 

  

Introduction  
Depth image-based rendering (DIBR) is one of the main 

technologies in 3D displays [1-3]. In this method, multiple virtual 
views can be reconstructed by using a 2D image signal and the 
corresponding depth map, namely 2D+Z format. The texture of a 
scene is recorded by 2D RGB image, while the relative distance of 
each object in the 2D RGB image is represented by depth map.  

In recent years, TVs continue to shift to higher resolution and 
larger screen size. 3D displays are of no exception. With the 
increases of screen size and resolution, high-quality virtual-view 
image generation has been becoming a challenging task, since it 
requires high-resolution 2D+Z image.  

 Image interpolation is used in 2D+Z image upscaling.  In 
general, the interpolation of 2D part and Z part in a 2D+Z image 
uses the linear methods such as bilinear interpolation and bicubic 
convolution interpolation. While linear interpolation algorithms 
have advantages in simplicity and fast implementation, they suffer 
from some inherent defects, including zigzag, blurred details and 
ringing artifacts around edges [4-5]. As well known, the human 
visual system (HVS) is highly sensitive to distortions of spatial 
coherence of edges [5-6]. Thus, many algorithms focus on edge-
directed interpolation methods [4,6-8]. The main idea of these 
methods is to classify the original images into homogenous areas 
and edge areas, then to accomplish image interpolation in the two 
kinds of areas with linear methods and edge-directed methods 
respectively.  

2D+Z images carry more reliable edge information if they are 
generated from computer graphics [3,9]. Tools of 3D computer 
graphics can output not only high-resolution 2D color image but also 
high-accuracy depth map. Though the 2D+Z images own low 
resolution after downsampling or compression, the corresponding 
depth in Z part for each pixel in 2D part is still relatively accurate. 
Comparatively speaking, we can detect edges more accurately from 
depth map.  

This paper proposes an interpolation algorithm for computer 
generated 2D+Z images. In this algorithm, the first step is to 
interpolate pixels in depth map with linear methods. Then RGB 
image is interpolated by using the interpolated depth map. We also 
perform interpolation for homogenous areas in the RGB image with 
common linear methods. For edge areas in the RGB image, we use 
the proposed interpolation method, in which the spatial distances 
between new pixel and its surrounding edge pixels are utilized to 
obtain the weight factor for each surrounding pixel. The 
interpolation algorithm can achieve higher-quality 2D color images 
and further improve the 3D visual experience.  

The rest of the paper is organized as follows. Section 2 presents 
the motivation of the proposed interpolation algorithm. Then 
Section 3 describes the interpolation for depth map. The proposed 
algorithm for 2D RGB image is presented in Section 4. 
Experimental results are reported in Section 5. Finally, Section 6 
concludes the paper and gives future work. 

Motivation 
For low-resolution RGB image, we can interpolate new pixels 

to generate high-resolution RGB image just by using four adjacent 
pixels for bilinear interpolation, or 16 adjacent pixels for bicubic 
interpolation in 2D space. However, for low-resolution 2D+Z 
image, the interpolation method could be different. With the help of 
depth map, we know the spatial positions of the 3D points 
corresponding to the pixels in RGB image. Thus, more accurate 
results can be possibly achieved for the interpolation of 2D color 
part in 2D+Z image.  

Fig. 1 illustrates the possibility of image interpolation with 
depth information. In the figure, black dots represent available 
pixels in low-resolution image, white dots represent interpolated 
pixels in high-resolution image, and red dots means the pixel 
currently being interpolated. We assume that the depth values for 
pixels along Y-axis in Fig. 1(a) are the same. Thus, we can see the 
Z-axis positions of 3D points corresponding to available pixels in 
low-resolution image from side view, which is shown in Fig. 1(b) 
and (c). Actually, Fig. 1(b) and (c) present depth interpolation with 
two different methods. As shown in Fig. 1(b), the red dot in Z-axis 
should be located in the middle of two adjacent dots in column if 
depth map is interpolated by using bilinear method. However, if 
bicubic method is used in interpolation for depth map, the red dot 

IS&T International Symposium on Electronic Imaging 2020
Stereoscopic Displays and Applications 140-1

https://doi.org/10.2352/ISSN.2470-1173.2020.2.SDA-140
© 2020, Society for Imaging Science and Technology



 

 

should be located higher in Z-axis because of the influence of the 
other two nonadjacent available dots in column, which is shown in 
Fig. 1(c). Different interpolation methods in depth map can cause 
changes in the distances between interpolated point and adjacent 
available points in 3D space. The red dot is closer to left black dots 
in Fig. 1(c). In principle, the left pixels should have larger influence 
on the interpolation of red dot in Fig. 1(a).   

To achieve a more realistic image, the RGB value should be 
dependent on the spatial distance to its neighboring RGB pixels. The 
lesser the distance, the more influence the available pixel should 
have on the interpolated pixel, and vice  versa. The distance acts as 
a weight factor that represents the contribution factor of neighboring 
RGB pixels. In the paper, we propose a 3D interpolation method 
based on spatial distances between interpolated point and adjacent 
points in 3D space. 

Suppose there are four available pixels in coordinate (1,1), 
(1,2), (2,1) and (2,2), and five interpolated pixels in coordinate 
(1.5,1.5), (1.5,1), (1.5,2), (1,1.5) and (2,1.5) in Fig. 2. From 2D+Z 
image, we know the RGB and depth values of four available pixels. 
Firstly, a scaling factor is introduced between the depth value of “1” 
in depth map and the pixel location difference of “1” in RGB image 
to keep equal unit length in XYZ axes. We can consider z and Z as 
scaled depth and the depth in depth map, which can be obtained as 
below 

𝑧 = 𝑘𝑍. (1) 

Then we can get the spatial distances between interpolated pixel and 
available pixel as bellow  

𝑑௡ = ඥ(𝑥௡ − 𝑥)ଶ + (𝑦௡ − 𝑦)ଶ + (𝑧௡ − 𝑧)ଶ, (2) 

where (xn, yn, zn) denotes the location of the nth available pixel in 3D 
space, and n is from 1 to N. While N is 4 for the interpolated pixel 
at (1.5,1.5), it is 2 for other interpolated pixels like those at (1.5,1) 
and (1,1.5). In next step, the weight factor of each available pixel 
can be obtained as  
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Thus, the RGB values of interpolated pixel are solved by 

𝑅𝐺𝐵ᇱ = ∑ 𝑤௡𝑅𝐺𝐵௡ .
ே
௡  (4) 

If the scaling factor k equals to zero, the method would become 
common bilinear interpolation. 

In this paper, we use iterative scheme to reconstruct high-
resolution images. For example, in order to get a 3840x2160 image 
from a 960x540 image, we can use two steps to complete the 
interpolation. Firstly, a 1920x1080 image is generated by 
interpolating the 960x540 image. Then, by using the same way, we 
can get the 3840x2160 image. 

Interpolation for Depth Map 
Bilinear and bicubic interpolations are the most commonly 

used linear interpolation algorithms. Compared with bilinear 
method, bicubic interpolation takes more pixels into account, thus 
preserves fine detail and have fewer interpolation artifacts. Bilinear 
interpolation is easy to implement, especially for hardware solution. 

In order to keep the simplicity of bilinear interpolation and the 
accuracy of bicubic interpolation, we will perform bilinear 
interpolation in homogenous areas and bicubic interpolation in edge 
areas.  

 

 

Figure 1. Spatial positions of pixels, (a) top view, (b) side view with bilinear 
interpolation in depth map and (c) side view with bicubic interpolation in depth 
map 

(1,2) (2,2)(1.5,2)

(1,1.5) (2,1.5)(1.5,1.5)

(1,1) (2,1)(1.5,1)  

Figure 2. Distance-based interpolation in 3x3 block 

However, for the interpolation of depth map, bicubic 
interpolation cannot be directly used because it causes overshoot 
beside the edges, as is shown in Fig. 3a. Therefore, we need to clip 
the overshoot by replacing bicubic interpolation with bilinear 
interpolation in overshoot areas, as shown in Fig. 3b. Firstly, low-
resolution (LR) depth map is interpolated into high-resolution (HR) 
depth map by bilinear method. Then, whether interpolated pixels in 
HR depth map are located in edge area are judged by comparing the 
depth values of interpolated pixels and their adjacent available 
pixels. If the interpolated pixels belong to edge pixels, the depth 
values of these pixels need to be recalculated by using bicubic 
interpolation. There are various methods to detect edge pixels. In 
this paper, we use one very simple method as bellow  

max
ଵஸ௡ஸே

ቚ𝑍୬ −
ଵ

୒
∑ Z୧
୒
୧ୀଵ ቚ ≥ 𝑇𝐻௘ௗ௚௘, (5) 

where THedge is the threshold value for edge detection. 
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Interpolation for 2D RGB Image 
The flowchart of proposed interpolation for 2D RGB image is 

shown in Fig. 4. In iterative scheme, the processing steps of RGB 
image are corresponding to those of depth map. Bilinear 
interpolation is also the first step. Then, the edge position 
information from edge detection for depth map is directly used to 
help find the edge pixels in RGB image. For non-edge pixels, no 
further processing is done. However, for edge pixels, we re-
interpolate the pixels by using spatial distance-based interpolation 
mentioned in Section 2.  

 

Figure 3. Interpolation and clipping, (a) bilinear and bicubic interpolations, (b) 
replace bicubic interpolation with bilinear interpolation in overshoot areas   

Information from Edge 
Detection for Depth Map

Bilinear Interpolation
for All Pixels

LR RGB Image

Spatial Distance-based 
Interpolation for Edge Pixels

HR RGB Image
after 

Edge Interpolation

HR RGB Image
before

Edge Interpolation 

Edge Pixels

Non-Edge Pixels

 

Figure 4. 2D RGB image interpolation with iterative scheme 

Experiment Results 
To evaluate the effectiveness of the proposed method, we 

conduct experiments on some 2D+Z images from Youtube [10-11]. 
Fig. 5 shows two 2D+Z images that Triaxes company drew and 
uploaded to Youtube. The resolution of the images is 1280x360. 
That means that the resolution of both depth map and RGB image is 
640x360. We interpolate the two images with 8X image 
enlargement by using bilinear interpolation and the proposed 
method. Therefore, for the proposed method, 3-loop iteration is 
used. In addition, the scaling factor k is set to 0.1 and the threshold 
value THedge is set to 1 in the examples. Fig. 6 shows the edge pixels 
in the two samples. Fig. 7 gives the comparison of bilinear and 
proposed interpolation methods for the details of the two cases. The 
figure clearly shows that proposed interpolation can achieve sharp 
edges and less zigzag artifacts.  

 

 
(a) 

 
(b) 

Figure 5. Two samples from Youtube [10] (Triaxes company has permitted us 
to use the pictures) 

 
(a) 

 
(b) 

Figure 6. Edge pixels in the two samples 

In order to further compare bilinear and proposed interpolation, 
subjective assessment experiments are presented. In the 
experiments, twenty-five persons of ages ranged from twenty-one to 
fifty years old participated in the assessment. There are totally 20 
side-by-side interpolated RGB images with the resolution of 
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3840x2160 under test. One side is processed by bilinear 
interpolation and the other is processed by the proposed method. 
Both sides are done with 8X enlargement. The order of showing the 
two version images is not fixed in each test set, so that the 
participants would not know which one is processed by the proposed 
method. All the original 2D+Z images came from Triaxes company 
and our partners and were produced by computer graphics tools. We 
just ask the participants to choose the better side. There are five 
levels from 1 to 5, representing bad, poor, fair, good and excellent. 
All the test images are displayed for 20 seconds on a 50-inch 4K 
display. The mean scores of the test participants rated for bilinear 
and proposed interpolations are shown in Fig. 8. The ratings for the 
proposed method are clearly higher than that of bilinear 
interpolation. 

 
 

 
                                    (a)                                                           (b) 

 

 
                                   (c)                                                           (d) 

Figure 7. Comparison of bilinear and proposed interpolation, (a) and (c) are 
interpolated with bilinear method, (b) and (d) are interpolated with proposed 
method 

Conclusions and Future Work 
This paper proposes a concept of spatial distance-based 

interpolation for 2D+Z images generated from computer graphics 
tools, in which depth map can provide spatial information for the 
interpolation of RGB pixels. Based on the concept, we design the 
structure of new interpolation for depth maps and RGB images. In 
fact, complex interpolation methods for not only RGB image but 
also depth map are just conducted at edges, so the proposed 
interpolation keeps a low computation complexity. Experimental 
results and subjective assessment show that the proposed method 

can achieve better quality for 2D RGB images. 
We make progress in improving the quality of 2D RGB images 

by using computer generated depth information. This will naturally 
lead to good 3D images according to our experiences in 3D image 
enhancement. Therefore, we will utilize the proposed method in 3D 
display system in next step. Firstly, the proposed method will be 
directly used for the preparation of 2D RGB images. Secondly, it 
will play an important role in the interpolation process for multi-
view rendering, especially for hardware-based real-time processing 
solutions. 
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Figure 8. Image quality comparison with images processed by bilinear 
interpolation and proposed method 
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