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Abstract 
The objective of this paper is to research a dynamic 

computation of Zero-Parallax-Setting (ZPS) for multi-view 
autostereoscopic displays in order to effectively alleviate blurry 3D 
vision for images with large disparity. Saliency detection techniques 
can yield saliency map which is a topographic representation of 
saliency which refers to visually dominant locations. By using 
saliency map, we can predict what attracts the attention, or region 
of interest, to viewers. Recently, deep learning techniques have been 
applied in saliency detection. Deep learning-based salient object 
detection methods have the advantage of highlighting most of the 
salient objects. With the help of depth map, the spatial distribution 
of salient objects can be computed. In this paper, we will compare 
two dynamic ZPS techniques based on visual attention. They are 1) 
maximum saliency computation by Graphic-Based Visual Saliency 
(GBVS) algorithm and 2) spatial distribution of salient objects by a 
convolutional neural networks (CNN)-based model. Experiments 
prove that both methods can help improve the 3D effect of 
autostereoscopic displays. Moreover, the spatial distribution of 
salient objects-based dynamic ZPS technique can achieve better 3D 
performance than maximum saliency-based method. 

  

Introduction  
With the advancement of computer graphics and display 

technologies, more multi-view autostereoscopic displays have been 
manufactured in recent years [1-4]. Depth image-based rendering 
(DIBR) techniques have been widely employed to generate 3D 
multi-view images. For instance, a popular input format for 3DTV 
called 2D plus depth (or 2D+Z) uses a conventional color video and 
a depth map [5].  

In the stereoscopic displays, it is common to adjust the location 
of the scene relative to the screen plane by manipulating the zero- 
parallax setting (ZPS) [6-10]. The ZPS defines the position of the 
convergence plane in the scene. The ZPS adjustment is often used 
for artistic purposes to control how much of the scene is positioned 
in front of or behind the screen plane. The most important role of 
the dynamic ZPS techniques is to reduce the visual discomfort from 
the vergence-accommodation conflict (VAC). Comparatively, 
autostereoscopic displays don’t have serious VAC problem because 
of tens of viewpoints, even more.  

However, increasing viewpoints provides smooth motion 
parallax but it may lead to blurry 3D vision for images with large 
disparity. Fig. 1 shows spatial resolution loss when disparity is not 
zero. One spatial object is composed of one red point and one green 
point. When the spatial object is displayed on the zero-parallax-
plane, its whole picture can be seen in the front of screen, as shown 

in Fig. 1a. However, when it’s not shown on the zero-parallax-plane, 
just part of the whole picture can be visible, as shown in Fig.1b and 
1c. Because of the limitation of screen resolution, just the red point 
can be seen in Fig. 1b and just the green point can be seen in Fig. 
1c. The bigger the absolute value of disparity is, the larger the spatial 
resolution loss is. With the increase of viewpoint, the loss rises at 
the same time. Dynamic ZPS method is still good idea to balance 
the conflict between viewpoint and spatial resolution in 
autostereoscopic displays. In [11-13], scholars proposed dynamic 
disparity control methods for multi-view images. 

The objective of this paper is to research a dynamic 
computation of ZPS for autostereoscopic displays in order to 
effectively alleviate blurry 3D vision for images with large disparity. 
Saliency detection techniques can yield saliency map which is a 
topographic representation of saliency which refers to visually 
dominant locations [14-18]. By using saliency map, we can predict 
what attracts the attention, or region of interest, to viewers. It’s 
feasible to generate high-quality 3D images by moving the regions 
of interest to the zero-parallax plane. Recently, deep learning 
techniques have been applied in saliency detection [19-24]. Deep 
learning-based salient object detection methods have the advantage 
of highlighting most of the salient objects. With the help of depth 
map, the spatial distribution of salient objects can be computed. It is 
possible to alleviate blurry 3D vision by moving the spatial center 
of salient objects to the zero-parallax plane. In this paper, we will 
compare two dynamic ZPS techniques for multi-view 
autostereoscopic display. They are 1) maximum saliency 
computation by graph-based visual saliency (GBVS) algorithm and 
2) spatial distribution of salient objects by a convolutional neural 
networks (CNN)-based model. 

The rest of the paper is organized as follows. Section 2 
introduces two saliency detection methods: 1) saliency map 
generation and 2) salient objection detection. Then Section 3 
describes two dynamic ZPS techniques for multi-view 
autostereoscopic displays based on the two saliency detection 
methods. Experimental results are reported in Section 4. Finally, 
Section 5 concludes the paper. 

Saliency Detection 
There are two kinds of saliency detection techniques, namely 

saliency map generation and salient object detection. The main goal 
of saliency map generation is to compute a saliency map that 
topographically represents the level of saliency for visual attention, 
while salient object detection usually generates bounding boxes, 
binary foreground and background segmentation. Fig. 2 shows the 
difference of two kinds of saliency maps from saliency map 
generation and salient object detection. 
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   (a)                                     (b)                                  (c)  
 

Figure 1. Spatial resolution loss, (a) when disparity is zero, (b) and (c) with two 
different viewing angles when disparity is not zero 
 

 

   
       (a)                              (b)                                 (c) 
 

Figure 2. Saliency detection example, (a) original image, (b) the result from 
saliency map generation and (c) that from salient object detection 

 

Saliency Map Generation 
A saliency map is computed for each color channel 

independently by using the algorithm of GBVS [14]. As a simple 
bottom-up visual saliency model, GBVS is very powerful for 
making reliable predictions on human fixation.  Referring to the 
structure of the RGB-Signature algorithm [17], a saliency detection 
algorithm with the 2D+Z information is designed for 3DTV 
applications in [25]. The input 2D+Z image is decomposed into four 
channels, including three color channels and one depth channel. The 
final saliency map is simply the average of the four-channel saliency 
maps. From saliency map generation, it’s easy to obtain the most 
salient region in an image. Based on the depth value of the most 
salient region for 3D-format image, we can move the region to the 
zero-parallax plane to alleviate blurry 3D images in 
autostereoscopic displays.  

Salient Object Detection  
Compared with traditional saliency map generation algorithms, 

deep learning-based salient object detection methods can generate 
saliency map with sharp boundaries and highlighting most of the 
salient objects. From the saliency map, we can easily get the 
locations and shapes of salient objects. With the help of the depth 
information from 3D-format image, the spatial distribution of salient 
objects can be extracted.  

A CNN-based model [24] is used in this paper for salient object 
detection. This method introduces short connections to the skip-
layer structures within the holistically-nested edge detection 
architecture. It takes full advantage of multi-level and multi-scale 
features extracted from fully convolutional neural networks (FCNs), 
providing more advanced representations at each layer. This method 
produces state-of-the-art results with the advantages of high 
efficiency and simplicity. 

Saliency Detection-based Schemes 
In the first scheme, we use GBVS algorithm to obtain saliency 

map, from which the depth corresponding to the maximum saliency 
can be gotten. The depth value with zero parallax, dzps, is simply set 
to the depth of the most salient position, the new dzps can be denoted 
as 

𝑑 = 𝑑(𝑥 , 𝑦 )                                                     (1) 

where (xms, yms) is the pixel location with the maximum saliency. 
This means the most salient position is moved to the zero-parallax 
plane as shown in Fig. 3a. In the figure, Position A1 owns the most 
saliency. After dynamic ZPS, the position is moved to screen.  

Another kind of saliency map which shows salient objects is 
computed by using a CNN-based model. On this ground, in the 
second scheme, the average of the depth values corresponding to the 
pixels of salient objects is employed as dzps. The new dzps can be 
denoted as  

𝑑 = ∑ 𝑑 (𝑥 , 𝑦 )                                              (2) 

where (xs, ys) is the pixel located at salient objects and N is the total 
number of pixels in salient objects. The average with the 
information of the spatial distribution of salient objects can be 
considered as the center of salient objects in the depth direction 
perpendicular to screen. Fig. 3b shows the setting of zero-parallax 
considering spatial distribution. In the scene, there are two positions 
B1 and B2, corresponding to two salient objects. The center of the 
two objects is away from screen. After dynamic ZPS, the center 
position is moved to screen. 
 

(a) 
 

 
(b) 

 
Figure 3. Dynamic ZPS principles by using (a) the most salient region and (2) 
the spatial distribution of salient objects 
  

Dynamic ZPS Technique 
In this paper, we utilize two dynamic ZPS schemes based on 

saliency detection. They are 1) maximum saliency scheme by GBVS 
algorithm and 2) spatial distribution scheme by a CNN-based model. 
In order to illustrate the feasibility of the schemes, a DIBR method 
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is presented for autostereoscopic displays. Fig. 4 shows the system 
structure of dynamic ZPS-based multi-view autostereoscopic 
display. The system includes three parts: dynamic ZPS, disparity 
map generation and multi-view rendering. In the part of dynamic 
ZPS, two kinds of saliency detection algorithms are used to generate 
saliency maps and then dynamic schemes are employed to obtain 
dzps. In disparity map generation, depth map is converted into 
disparity map by the adjustment of dzps. Multi-view rendering is 
utilized to convert 2D RGB image and disparity map into 3D multi-
view image, which can be shown in autostereoscopic display. 

 

 
 

Figure 4. System structure of dynamic ZPS-based multi-view autostereoscopic 
display 
 

 
Fig. 5 gives the algorithm flowchart of dynamic ZPS 

techniques. After one primary dzps is computed by using saliency 
detection algorithm, we need to check whether the dzps is suitable. 
Depth map for 2D+Z format usually have a range from 0 to 255. The 
two numbers denote the nearest and farthest distances from viewer. 
The distances are not absolute but relative. For common 
autostereoscopic displays, 128, the middle value of 0 and 255, is 
usually considered as the position of zero-parallax plane. If the 
primary dzps estimated by saliency detection is larger than 128, we 
need move the visual objects to viewer with the distance of dzps-128. 
If the visual point with the minimum depth is still in the range from 
0 to 255 after moving, we must limit the value of dzps by the 
following equation  

𝑑 − (𝑑 − 128) ≥ 0                                         (3) 

Similarly, if dzps is smaller than 128, there is another limitation 
as shown below 

𝑑 + (128 − 𝑑 ) ≤ 255                                    (4) 

Eq. 3 and Eq. 4 can be shortened by 

𝑑 − 127 ≤ 𝑑 ≤ 𝑑 + 128                          (5) 

Eq. 5 means that the maximum dzps, 𝑧𝑝𝑠  equals to dmin+128 
and the minimum dzps, 𝑧𝑝𝑠  equals to dmax-127. The ZPS range is 
from 𝑧𝑝𝑠  to 𝑧𝑝𝑠 .The equations can help prevent 3D scene 
from moving out of the depth range from 0 to 255. Otherwise, the 
depth range of 3D scene would be shortened. This maybe leads to 
the deformation of 3D scene. 

Experiment Results 
In the test, we compare three ZPS methods: depth=128, GBVS-

based maximum saliency, and CNN-based spatial distribution. 
Totally thirty-six sets of multi-view images are prepared before test. 
However, nine sets are excluded because of two following 

situations: 

 The dzps values for the methods of both maximum saliency 
and spatial distribution are same. This means there are no 
difference in the multi-view images with the two methods. 

 The salient regions for the two methods don’t overlap. 
Both GBVS algorithm and CNN-based model can 
generate wrong saliency map. Non-overlapping of salient 
regions may be caused by the incorrect results of one or 
both algorithms. 

 

Figure 5. Algorithm flowchart of dynamic ZPS techniques  
 

 
Thus, there are twenty-seven sets left to compare for each 

viewer. Two of the three version images are selected randomly for 
each set. Each participant just needs to compare 27 pairs of 3D 
images to avoid serios visual fatigue. Double-stimulus continuous 
quality-scale (DSCQS) method [26] is used to assess the subjective 
quality of each pair of multi-view 3D images. For the subjective 
assessment aiming at the comparisons of the three ZPS methods in 
3D image quality, the following question is designed 

 What the level of the 3D effect of the image is.  

There are five levels from 1 to 5, representing bad, poor, fair, good 
and excellent. After the assessment of thirty persons with the ages 
from 15 to 52, the mean scores for the images processed by different 
methods are obtained. 

Fig. 6 shows the subjective assessment results for the three ZPS 
methods. Both GBVS-based maximum saliency and CNN-based 
spatial distribution can help improve the 3D effect of 
autostereoscopic displays. Moreover, CNN-based spatial 
distribution method has the advantage over GBVS-based maximum 
saliency method.  

Furtherly, we analyze the influence of the dzps difference 
between GBVS-based maximum saliency and CNN-based spatial 
distribution methods on the subjective assessment results. Fig. 7 
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gives the analysis results that the score increments are large when 
the dzps difference is in the middle range from 10 to 20, while the 
score increments are small in both the little dzps difference range 
from 0 to 10 and the large difference range larger than 20. It’s easy 
to understand that little dzps difference causes small score 
increments. Interesting is that the scores for large dzps difference are 
small. We find that the salient objects for the samples with large dzps 
difference cover larger depth ranges. 

 
 

 
 

Figure 6. Subjective assessment results of three ZPS methods 
 

 

 
 

Figure 7. Increment of subjective assessment scores for maximum saliency and 
spatial distribution based ZPS methods according to the difference of their dzps 
values.  
 

Conclusions 
In common autostereoscopic displays, a fixed dzps value is 

usually used for different 2D+Z images and videos. This paper 
presents two dynamic ZPS techniques. They are based on the 
maximum saliency computed by GBVS algorithm and the spatial 
distribution of salient objects obtained from a CNN-based model 
respectively. Experiments prove that the multi-view rendering 
system with dynamic ZPS techniques have the advantage of 
generation high-quality 3D images over that with fixed dzps value 
and the spatial distribution of salient objects-based dynamic ZPS 
technique can achieve better 3D performance than maximum 
saliency-based method for autostereoscopic displays.  
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