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Abstract 

In cattle farm, it is important to monitor activity of cattle to 

know their health condition and prevent accidents. Sensors were 

used by conventional methods to recognize activity of cattle, but 

attachment of sensors to the animal may cause stress. Camera was 

used to recognize activity of cattle, but it is difficult to identify 

cattle because cattle have similar appearance, especially for black 

or brown cattle. 

  We propose a new method to identify cattle and recognize 

their activity by surveillance camera. The cattle are recognized at 

first by CNN deep learning method. Face and body areas of cattle, 

sitting and standing state are recognized separately at same time. 

Image samples of day and night were collected for learning model 

to recognize cattle for 24-hours.  

Among the recognized cattle, initial ID numbers are set at 

first frame of the video to identify the animal. Then particle filter 

object tracking is used to track the cattle. Combing cattle 

recognition and tracking results, ID numbers of the cattle are kept 

to the following frames of the video. Cattle activity is recognized 

by using multi-frame of the video. In areas of face and body of 

cattle, active or static activities are recognized. Activity times for 

the areas are outputted as cattle activity recognition results. 

Cattle identification and activity recognition experiments 

were made in a cattle farm by wide angle surveillance cameras. 

Evaluation results demonstrate effectiveness of our proposed 

method. 

Introduction  
In cattle farm, it is important to monitor activity of cattle to 

know their health condition and prevent accidents. Sensors were 

used by conventional methods to recognize activity of cattle, but 

attachment of sensors to the animal may cause stress. The sensors 

may easily fail or be destroyed by collision.  

Cameras were used to recognize activity of cattle, but it is 

difficult to identify cattle when cattle have similar appearance, 

especially for black or brown cattle, as shown in Figure 1.  

Related Work 
GPS sensors were used by conventional methods to recognize 

activities of cattle [1], but attachment of sensors to the animal may 

cause stress. The sensors may easily fail or be destroyed by   

collision. These sensors can not make difference between 

movement of head and whole body of the cattle either. 

 Cameras were used to recognize activity of cattle by 

conventional methods. Cattle were identified by using patterns on 

their bodies [2], but it is difficult to identified cattle that do not 

have pattern on their body, such as black or brown cattle. Cattle 

position detection and cattle tracking by camera method was 

proposed to recognize activities of cattle [3][4]. But this method 

can not identify specific cattle’s activities, when there are multiple 

cattle in the place.    

Image analysis method was proposed to recognize activities 

of cattle [5]. Method by detecting cattle from their shape of body 

and tracking them to recognize their activities was proposed [6]. 

Multiple time-series image frames were used to recognize 

activities of cattle [7][8][9]. But it is difficult for these methods to 

identify specific cattle’s activities when there are multiple cattle in 

same place.  

Proposed Method 
We propose a new method to identify cattle and recognize 

their activity by surveillance camera. The cattle are recognized at 

first by CNN deep learning method. Face and body areas of cattle, 

sitting and standing state are recognized separately at same time. 

Image samples of day and night were collected for learning model 

to recognize cattle for 24-hours.  

Among the recognized cattle, initial ID numbers are set at 

first frame of the video to identify the animal. Then particle filter 

object tracking method is used to track the cattle. Combing cattle 

recognition and tracking results, ID numbers of the cattle are kept 

to the following frames of the video. Cattle activity is recognized 

by using multi-frame of the video. In areas of body and face of 

cattle, active or static activities are recognized. Activity times for 

the areas are outputted as cattle activity recognition results. 

Cattle identification and activity recognition experiments 

were made in a cattle farm by wide angle surveillance cameras. 

Evaluation results demonstrate effectiveness of our proposed 

method. 

Cattle Recognition and Identification 
In our proposed method, as shown in Figure 2, cattle 

recognition is made at first to locate the cattle. In this step a single 

image that is inputted from video of surveillance camera is used 

for the recognition. 

In cattle recognition, as shown in Figure 3, recognition is 

made by recognizing whole body area and face area. 

Sit and stand states of cattle body area are also recognized. 

We use CNN deep learning method to do the recognition [10].  

Face and whole body areas, sit, stand states, are recognized at same 

time. In Figure 3, yellow rectangle means face area. Blue rectangle 

means whole body area with stand state. Green rectangle means 

whole body area with sit state. 

Face and Body Recognition 
To recognize activity of cattle, we recognize activity of face 

area and body area separately. From activity condition of whole 

body, we can know health condition of the cattle. From activity of 

face area, we can know if the cattle are eating or chewing. If 

activity time of eating is too short, the cattle maybe not healthy. 

Face and body area recognition is made by using RefineDet deep  
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Figure 1. Cattle image of surveillance camera 

 

learning neural network [10]. Data of cattle’s face area and body 

area are used to train model. 

Sit and Stand State Recognition 
Body area are also separated as sit and stand states. Target 

areas of cattle are divided to 3 type, face area, body area of sit state 

and body area of stand state. Training data of face, body of sit state 

and body of stand state are used to train the cattle recognition 

model. In a test single image, 3 type area can be recognized at 

same time. 
 

 
Figure 2 Flow chart of proposed method 

 

Figure 3. Cattle recognition of face area and body area of sit and stand states. 

Green color of rectangle means whole body of sit state, blue color means 
whole body of stand state, and yellow color means face area.  

 

Cattle Identification 
In our proposed method, identification number of cattle is set 

at first frame of the video. As shown in Figure 3, cattle are set as 

C1 and C2 which means ID number of the cattle. The ID number is 

kept by combining cattle track and cattle recognition results. 

Cattle Tracking 
In our proposed method, object tracking is used to keep ID 

number of the cattle. After setting ID number of cattle at first 

frame, if object tracking is success, the ID number is kept. If cattle 

tracking failed, cattle recognition results are used to restart the 

cattle ID number. 

Because the cattle’s shape changes very frequently, particle 

filter tracking method is used in our method. State of the target is 

defined by Equation (1), where S is state of the target. x, y is 

position, 𝑣𝑥and 𝑣𝑥  are speed, 𝐻𝑥 , 𝐻𝑦  are size of the target. M is 

multiple factor. Propagation function of Equation (2) is expanded 

to Equation (3) to Equation (9) 

 

𝑆(𝑥, 𝑦, 𝑣𝑥,𝑣𝑦, 𝐻𝑥, 𝐻𝑦, M)                                                                           (1) 

 

𝑺𝑘 = 𝑓𝑘(𝑺𝑘−1, 𝑛𝑘−1)                                                                                 (2) 

 

  𝑥𝑘 = 𝑥𝑘−1 + 𝑣𝑥𝑘−1 ∗ 𝛥𝑡                     (3) 

 
 𝑦𝑘 = 𝑦𝑘−1 + 𝑣𝑦𝑘−1 ∗ 𝛥𝑡                    (4) 

 

𝑣𝑥𝑘 = 𝑣𝑥𝑘−1                            (5) 
 

𝑣𝑦𝑘 = 𝑣𝑦𝑘−1                             (6) 
 

𝑀𝑘 = 𝑀𝑘−1                              (7) 

 
𝐻𝑥𝑘 = 𝐻𝑥𝑘−1(1 + 𝑀𝑘−1)                       (8) 

  
𝐻𝑦𝑘 = 𝐻𝑦𝑘−1(1 + 𝑀𝑘−1)                      (9) 
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Measurement equation of Equation (10) is written as Equation (11), 

which is color histogram of target area. 

 

𝒛𝑘 = 𝒉𝑘(𝑺𝑘 , 𝒏𝑘)                                                                                    (10) 

 

 uxh
M

xy
kf i

I

i

i
p −









 −
= 

=

)(
1

u

y
                                                   (11) 

 

𝑘(𝑟) = {1 − 𝑟2: 𝑟 < 1
0: 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                                                           (12) 

 

K(r) is kernel used to effect of edge area. Gaussian random noise is 

added to each item in Equation (13) to Equation (19). ri  (i=1, …, 

7) is random noise. 

111 * rtvxx xkkk ++= −−
                  (13) 

 
𝑦𝑘 = 𝑦𝑘−1 + 𝑣𝑦𝑘−1 ∗ 𝛥𝑡 + 𝑟2                (14) 

 
𝑣𝑥𝑘 = 𝑣𝑥𝑘−1 + 𝑟3                          (15) 

 
𝑣𝑦𝑘 = 𝑣𝑦𝑘−1 + 𝑟4                          (16) 

 
𝑀𝑘 = 𝑀𝑘−1 + 𝑟5                            (17) 

 
𝐻𝑥𝑘 = 𝐻𝑥𝑘−1(1 + 𝑀𝑘−1) + 𝑟6                  (18) 

 
𝐻𝑦𝑘 = 𝐻𝑦𝑘−1(1 + 𝑀𝑘−1) + 𝑟7                     (19) 

 

𝜌[𝑝, 𝑞] = ∑ √𝑝(𝑢)𝑞(𝑢)𝑚
𝑢=1                                                                      (20) 

Similarity of Equation (20) is calculated, which is used as 

similarity between target area and model area. 

 

𝑤𝑘 =
1

√2𝜋𝜎
𝑒−

𝑑2

2𝜎2 =
1

√2𝜋𝜎
𝑒−

(1−𝜌[𝑝𝑠(𝑘),𝑞])

2𝜎2                                        (21) 

 

where,  

                                                                 (22) 

 

𝑆 = ∑ 𝑤𝑘𝑆𝑘
𝑁
𝑘=0                                                                                           (23) 

 

State parameter S is calculated by Equation (23). S is tracking 

results.  

If similarity 𝜌of Equation (20) is bigger than a threshold value, 

cattle tracking is successful. The cattle ID number is kept.  

 

Identification Number Keep and Restart 
If the cattle are tracked successfully, the ID do not change. 

State condition parameters S are saved. If cattle tracking failed, 

cattle recognition is made again. If similarity 𝜌 of Equation (20) 

between recognized result area and saved successfully tracked 

results area just before failed frame, is bigger than a threshold 

value, the cattle ID number is restarted. 

 

Action recognition 
In cattle recognition and tracking results of face area and body 

area, activity recognition is made separately. N frames are used for 

activity recognition. Activity is divided as static activity and active 

activity.  Feature vector is calculated from the N frames’ images to 

do activity recognition. 

 

Feature Points Detection 
To calculate feature vector, feature points are selected from 

target area at first. Target area is face area and body area of cattle. 

The target area is divided to blocks. In each block of the target area, 

contrast feature of t, is calculated from Equation (24) and Equation 

(25). If t is bigger that a threshold value, the block is selected to 

calculate feature vector. 

 

𝑆𝑖𝑗 = ∫
𝜕2𝑓(𝑥,𝑦)

𝜕𝑖𝜕𝑗
𝑑𝑥𝑑𝑦            𝑖, 𝑗 ∈ 𝑥, 𝑦                                          (24) 

 

𝑡 = 𝑆𝑥𝑥𝑆𝑦𝑦 − 𝑆𝑥𝑦
2                                                                                     (25) 

 

In each block of target area that are selected as feature points, 

motion vector of the points is calculated by Equation (26) and 

Equation (27). 𝑓1 and 𝑓2are intensity of pixels in 2 continue frames.  

 

𝑓2(𝑥, 𝑦) = 𝑓1(𝑥 − 𝑢𝛥𝑡, 𝑦 − 𝑣𝛥𝑡)                                                    (26) 

 

𝑢
𝜕𝑓(𝑥,𝑦)

𝜕𝑥
+ 𝑣

𝜕𝑓(𝑥,𝑦)

𝜕𝑦
+

𝜕𝑓(𝑥,𝑦)

𝜕𝑡
≈ 0                                          (27) 

 

𝑢 =
𝑆𝑦𝑡𝑆𝑥𝑦−𝑆𝑥𝑡𝑆𝑦𝑦

𝑆𝑥𝑥𝑆𝑦𝑦−𝑆𝑥𝑦
2                                                                                       (28) 
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                                                                               (29) 

Motion vector (u, v) of 1 block in the target area are 

calculated by Equations of (28) and Equation (29).  
For N frames image that are used to recognized activity, N-1 

motion vector are calculated for 1 block.  

Movement Vector Feature Calculation 
Average motion vector of (u, v) are used to recognize activity 

of cattle. For 1 target area average motion vector (u, v) are 

calculated by Equation (28) and Equation (29). 

 

Active and Static Recognition 
Active and static activity is recognized in the proposed 

method. N frames are used to do recognition. Average motion 

vectors (u, v) is calculated. If motion vector is bigger than a 

threshold value, it is recognized as activity. If the threshold value 

is smaller than the threshold, it is recognized as static activity.  

Activity Recognition Results Combination 
Action recognition results of face and body area are obtained 

separately. If recognition results of body area is sit, recognition 

results are static sit or active sit. If recognition results of body is 

stand, recognition results are static stand or active stand. Face area 

recognition results are static or active. 
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Experiment results 
Experiment was made by using 3 surveillance cameras as 

shown in Figure 4.  24 hours’ video data was recorded and used for 

the experiment. 3 cattle were used as surveillance target. 

Experiment setup is illustrated in Figure 4. 

Cattle Recognition Model Training 
12 hour’s data were used for training cattle recognition model, 

which was selected from 24 hour’s data by 1 hour’s interval. 3 

surveillance cameras’ video data were used to pick up training data. 

Training data included day and night data. Every 2 minutes 1 

frame were picked up for labeling. 1100 frame image data were 

labeled for training.  

6 hour’s video data of 3 surveillance cameras were used for 

picking up validation data, which included day and night time data. 

Every 2 minutes 1 frame were picked up and 550 frames were 

picked for validation.   

For both training and validation data, in each frame, face area 

and body area were labeled by rectangle. For body area, sit or 

stand state were also labeled. 

The labeled leaning data and validation data were used to 

train cattle recognition model. RefineDet network was used to train 

the cattle recognition model [10]. 

 

Figure 4. Experiment setup for cattle activity recognition experiments. 3 
surveillance cameras were set up. Video data is saved to computer by 
network. 

Cattle Recognition and state Recognition 
Experiment 

6 hour’s video data of day and night were used to test cattle 

recognition model. Cattle recognition results of day time is shown 

in Figure 4. Blue rectangle means cattle body area of stand state 

recognition results. Green rectangle means cattle body area of sit 

state recognition results. Yellow rectangle means cattle face area 

recognition results. Cattle recognition results of night time are 

shown in Figure 5. 

Cattle Activity Recognition Experiment Results 
Cattle activity recognition was made by using cattle 

recognition and cattle tracking results. In face area and body area, 

25 frames image are used for recognizing activity. Figure 6 

illustrates cattle activity recognition results of day time. Figure 7 

illustrates cattle activity recognition results of day time. Red color 

rectangle means active activity. Other color rectangle means static 

activity. 

 
Figure 4. Cattle recognition result of day time. Green color of rectangle means 
whole body and sit state, blue color means whole body and stand state, and 
yellow color means face area. 

 
Figure 5. Cattle recognition result of night time. Green color of rectangle 
means whole body and sit state, blue color means whole body and stand state, 
and yellow color means face area. 

  

 

Figure 6. Cattle activity recognition results of day time. Red rectangle means 

active activity. Rectangle of other color means static activity  

Surveilla
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Figure 7. Cattle activity recognition results of night time. Red rectangle means 
active activity. Rectangle of other color means static activity. 

 

Cattle Activity Recognition Evaluation Results 
2 hours day time and 1 hour night time video data were used 

to evaluate cattle activity recognition results. Ground truth video 

were labeled by people by 1 second unit. Cattle recognition results 

were outputted by 1 second unit. Body area recognition results 

were used for evaluation. Evaluation results is illustrated in Table 

1. 

Table 1.  Cattle activity recognition evaluation results 

 
Recognition rate 

(%) 
False 

positive 
rate (%) 

Day time 

Active 68.8 4.1 

Static 87.4 2.9 

Night 
time 

Active 60.0 1.8 

Static 80.8 18.4 

 

Conclusion 
We propose a new method to identify cattle and recognize 

their activity by surveillance camera. The cattle are recognized at 

first by CNN deep learning method. Face and body areas of cattle, 

sitting and standing state are recognized separately at same time. 

Image samples of day and night time were collected for learning 

model to recognize cattle for 24-hours.  

Among the recognized cattle, initial ID numbers are set at 

first frame of the video to identify the animal. Then particle filter 

object tracking is used to track the cattle. Combing cattle 

recognizing and tracking results, ID numbers of the cattle are kept 

to the following frames of the video. Cattle activity is recognized 

by using multi-frame of the video. In areas of face and body of 

cattle, active or static activities are recognized. Activity times for 

the areas are outputted as cattle activity recognition results. 

Cattle identification and activity recognition experiments 

were made in a cattle farm by wide angle surveillance cameras. 

Evaluation results demonstrate effectiveness of our proposed 

method. 
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