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Abstract

The last decades witnessed an increasing number of works
aiming at proposing objective measures for media quality assess-
ment, i.e. determining an estimation of the mean opinion score
(MOS) of human observers. In this contribution, we investigate a
possibility of modeling and predicting single observer’s opinion
scores rather than the MOS. More precisely, we attempt to ap-
proximate the choice of one single observer by designing a neural
network (NN) that is expected to mimic that observer behavior
in terms of visual quality perception. Once such NNs (one for
each observer) are trained they can be looked at as virtual ob-
servers” as they take as an input information about a sequence
and they output the score that the related observer would have
given after watching that sequence. This new approach allows
to automatically get different opinions regarding the perceived vi-
sual quality of a sequence whose quality is under investigation
and thus estimate not only the MOS but also a number of other
statistical indexes such as, for instance, the standard deviation
of the opinions. Large numerical experiments are performed to
provide further insight into a suitability of the approach.

Introduction

Machine learning models and algorithms have demonstrated
state of the art performance in a large number of research fields.
Traditionally, the use of these models in media quality assess-
ment research is restricted to the prediction of the mean opinion
score (MOS) [1-3] without considering other statistical parame-
ters, e.g. a standard deviation and confidence interval. We aim at
investigating new directions, i.e. approximating the opinions of
an individual human observer through an artificial neural network
(NN). By doing so, we expect to improve the design of subjec-
tive tests, hopefully making them more efficient. More precisely,
starting from the data collected during a subjective experiment,
we design for each observer involved in the experiment a NN that
is expected to learn the main features that contribute to determine
his/her opinion after watching a content. Such a NN would usu-
ally require to mimic the human visual system. It would thus be a
multi-stage Deep Neural Network with one part mimicking early
vision and then further parts for the higher cognitive interpreta-
tions. However, in this paper, we simplify it to a very limited
approach by using a small scale network in order to reduce the
computational burden. The NN of each observer is trained by
some objective measures computed on the content of the train-
ing set and the ground truth opinions actually expressed by the
observers.

Once the NN for each observer receives as input values com-
puted by the deployed objective measures on a certain sequence, it
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provides as an output five probabilities p; withi =1,...,5, where
pi represents the probability that the related observer would have
voted i. The predicted opinion is then the one corresponding to
the highest probability. It is worth noting here that the probability
distribution determined by the values p; with i =1,...,5 allows
us to capture an uncertainty that would be included in observers’
opinions. Furthermore, it models an inability of human observer
to repeat, in a deterministic way, his/her opinion regarding the
perceived visual quality of sequence when he/she would be asked
to give the rating again.

We rely on the VQEG-HD1, VQEG-HD3 and VQEG-HD5
experiments that involved in total 72 observers, i.e. 24 for each
experiment. The sequences used in the VQEG-HD experiments
have been chosen in order to consider a large amount of content,
conditions, and visual perceived quality ranges. Hence, we be-
lieve that the dataset containing all the experiments mentioned
above represents rather well the conditions that can be encoun-
tered in the majority of real-world applications. To be able to
use more data for training and testing the NNs, we developed a
method to form triplets of observers in order to obtain 24 “vir-
tual” observers that we assumed to have attended all the 3 ex-
periments. We then trained 24 NNs that are expected to mimic
the visual quality perception of these 24 observers. We conducted
large numerical experiments aiming first at investigating an ability
of NNs to model single observer’s opinions and then at assessing
a suitability of the approach.

Motivation

Despite the fact that subjective experiments are expensive
and time consuming, they are of paramount importance for a de-
velopment and the validation of objective measures for media
quality assessment. One of the issues when preparing a subjec-
tive experiment is to make sure that the subjectively perceived
visual quality of the sequences to be prospectively deployed in
the subjective test totally covers the chosen rating scale. In this
work, as stated previously, we aim at mimicking the choice of a
single observer by NN, thus training “virtual observers”. Such
virtual observers can be used to simulate a subjective experiment
on a set of sequences to have preliminary insights into a capabil-
ity of such a set of the sequences to fully cover the MOS scale.
Furthermore, each subject returns a discrete probabilistic distribu-
tion rather than a single opinion score (OS) as the NN modeling
is deployed. So, it is possible to model, during the simulation, an
inconsistency of human observers relying on such a distribution
to perform the Monte Carlo simulation in order to get an accurate
estimation of the MOS confidence intervals of each sequence and
finally choose those that would best match the requirements.
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Figure 1.  The models are trained on the VQEG-HD set 1 and 5 then

tested on the VQEG-HD set 3 using only the VQMs as the features. For
each observer, the related NN performs better than a random classifier

The need of going beyond the MOS [4-7] in some situations
is quite evident. For instance, additional statistical measures are
derived in [4]. The usefulness of MOS distributions is in more
details highlighted in [6,7]. Moreover, a deployment of the MOS
ranges instead of the single MOS values has been proposed in
[5]. This need is also evident in practical use cases. For instance,
streaming vendor companies need more than the MOS; in fact it is
more important for them to make sure that a certain percentage of
customers is perceiving a visual quality above a certain threshold.
Hence being able to figure out an estimation of the distribution
of the observers’ opinions is of fundamental importance in this
case. The NNs are trained to mimic a set of observers. The votes
predicted by such NNs regarding the quality of a given sequence
can serve as a sample to estimate the distribution of the opinions
and hence to address the issues faced, for instance, by streaming
vendors.

It is worth noting here that our approach, i.e. modeling single
observers’ opinions rather than the MOS, is much more general
than a simple variance estimation as all the statistical indicators of
subjective quality that have been considered in the literature can
be estimated from the observers’ votes. In other words, given a
sequence, the designed NNs can be used to obtain different opin-
ions as they model different observers. From these opinions one
can estimate not only the MOS but also the standard deviation
of the opinions (SOS) as well as the confidence intervals for the
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subjective quality or further indicators as desired.

Modeling single observer’s opinions

As already mentioned above, we rely on the VQEG-HD ex-
periments [8] to train and validate the NNs mimicking the behav-
ior of observers in terms of the visual quality perception. For each
processed video sequence (PVS) in the dataset, we computed a set
of full-reference video quality measures (VQMs), more precisely
PSNR, SSIM, MS-SSIM, VIF [9], and VMAF 0.6.2 [10], as well
as 8 no-reference perceptual features, namely Blockiness, Block-
loss, Blur, Noise, Contrast, Flickering, Spatial activity index (SI)
and Temporal activity index (TI) [12]. We restrict our analysis to
non-interlaced sequences, i.e. the VQEG-HD1, VQEG-HD3 and
VQEG-HDS subsets, as the most of the quality measures do not
easily handle an interlaced video. It should also be noted here that
the measures were not specifically designed for some distortion
types included in the VQEG-HD dataset, for example transmis-
sion errors and temporal misalignments. For each of these three
subsets, 24 observers participated in the experiment and expressed
their opinions regarding the perceived visual quality of almost 160
sequences. Despite the fact that the three experiments took place
in different laboratories, with different observers and different set
of sequences, some sequences (3 x 24 sequences) were evaluated
during all the experiments. In the rest of the work we refer to
these sequences as the “common set”.

In order to train a NN that models an observer in terms of
visual quality perception, one should ideally consider only the se-
quences watched and evaluated by that observer. The NN should
be then trained on such a data to approximate the process that
the observer uses to assign his/her opinion. However, as previ-
ously pointed out, during the VQEG-HD experiments, each ob-
server evaluated no more than 160 stimulus. Such a number of
sequences is not large enough for effectively training and validat-
ing the NN that is supposed to model the choice of each observer.
To have more data available for each observer, we approximate
the observers’ votes, concerning the sequences that have not been
evaluated directly by that observer, by using those provided by an-
other observer that voted similarly to the observer on the common
set.

To be more precise, let’s consider an observer O; that par-
ticipated in the VQEG-HDL1 test, i.e. the experiment conducted
on the VQEG-HD1 subset. For such a observer the votes for the
sequences used during the VQEG-HD1 experiments are readily
available. As this set of data is not enough to train and test the NN
that would mimic such a observer, we estimate the votes that could
have been given by the observer O, to the sequences used in the
VQEG-HD3 experiment by using those provided by an observer
O3 that participated in the VQEG-HD3 experiment and voted very
similarly to the observer O; on the common set. The similarity is
measured through the mutual residual mean square error between
the votes given by the observers to the sequences included in the
common set. Hence we find the observer O3 as follows:

2~y (1)

O3 = argmin
03 SECser

1
|Cer|
where O3 indicates a generic observer of the VQEG-HD3 test, s a

sequence, VSO3 the vote of the observer O3 for the sequence s and
finally %, represents the common set.
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In the same manner, we related the observer O to an ob-
server Os of the VQEG-HDS5 experiments. Hence starting from
72 observers, each having evaluated 160 sequences, we ob-
tained 24 “virtual” observers by connecting each observers of the
VQEG-HDI test to one observer of the VQEG-HD3 as well as
VQEG-HDS tests that we assume having participated in all the 3
experiments and thus evaluated almost 500 stimuli.

We then trained the NN, one for each virtual observer. Each
NN was trained to predict the opinion score (OS) that the asso-
ciated observer would have given after watching the sequence
whose features were passed to the NN. We used five full reference
metrics, i.e. PSNR, SSIM, MS-SSIM, VIF and VMAF as well as
the 8 no-reference perceptual features listed above to train each
NN. The NN modeling each observer learned a mapping from
these features to the OSs of the related observer. At the end, 24
NNs were created/computed. Each one received as an input the
aforementioned features computed on a given sequence and has
predicted the OS that the observer modeled by such a NN would
have been given after rating that stimulus.

Numerical experiments and results

The numerical experiments conducted in this section aim
at: 1) assessing the capability of NNs to effectively model a sin-
gle observer in terms of visual quality perception; ii) Performing
“virtual” subjective experiment using the 24 NN that have been
trained to mimic actual observers; iii) showing how our approach
could be used to get insight into the uncertainty characterising the
opinions of an observer.

For each of the 24 observers, we tested 3 different NN struc-
tures. More precisely, after setting the number of neurons of the
input layer to the number of the features, we designed an output
layer with 5 neurons, each one delivering the probability of each
class of the 5-point rating scale. Finally, we tested 3 different
configurations for the hidden layers, i.e. a single layer, two layers
and finally three layers all having five neurons. We then chose,
for each observer, the structure delivering the highest accuracy
on the validation set. We observed an almost uniform distribu-
tion in terms of the number of layers, needed to model the virtual
observers, providing the best accuracy.

In order to assess the suitability of NNs to model the single
observer’s opinions, we compared the performance of the 24 NNs
to a random classifier (RC), i.e. a model that assign a random
opinion to a given sequence. The aim of such an experiment is to
demonstrate that the NN actually learned at least some aspects of
the process that guides the choices of the observer, which it was
trained to mimic. In fact, when the NN does not get any infor-
mation about the visual quality perception of the related observer,
it is expected to behave similarly to the RC and thus showing an
accuracy not significantly different from the one of the RC.

We introduce the following 2 ratios:

#(predicted OS=actual OS)
#(PVS in test set)

Correct prediction ratio =

#(|predicted OS-actual OS| < 1)
#(PVS in test set)

Acceptable prediction ratio =

that are used to compare the accuracy of the 24 NNis to that of the
RC. The correct prediction ratio or equivalently the accuracy of
each NN achieved on a test set is a number of sequences for which
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Figure 2.  The models are trained on the VQEG-HD set 3 and 5 then

tested on the VQEG-HD set 1 using only the VQMs as the features. For
each observer, the related NN performs better than a random classifier

the opinion predicted by the NN is equal to the one given by the
related observer divided by a total number of sequences in the test
set. The acceptable prediction ratio is a number of sequences for
which the NN prediction differs no more than 1 from the opinion
of the related observer divided by the total number of sequences
in the test set. For the RC, these ratios are respectively 20% and
52%, which are the expected values considering all the possible
favorable cases (2/5-1/5+3/5-3/5+2/5-1/5).

We first trained the 24 NNs by using only the VQMs as the
features. To assess the superiority of the 24 NNs against the RC or
equivalently to show that each NN actually learned some informa-
tion regarding the perception of quality of the modeled observer,
we cross tested the NNs on the 3 VQEG-HD experiments. To
be more precise, we trained the NNs on the data coming from 2
experiments and tested them on the remaining one. The results
are shown in Figure 1, Figure 2 and Figure 3 respectively. In all
the cases, the NN of each observer provides a higher accuracy
than the RC and the average accuracy as well as the average ra-
tio of acceptable predictions of the NNs overcame the one of the
RC. This clearly implies that the NNs of each observer did learn
something from the data and thus has modeled some aspects of
the way the related observer perceives and judges quality.

We then trained the NN taking into account the no-reference
perceptual features listed above as well as their standard devia-
tions over the frames of a sequence in addition to the VQMs. The
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Figure 3.  The models are trained on the VQEG-HD set 1 and 3 then

tested on the VQEG-HD set 5 using only the VQMs as the features. For
each observer, the related NN performs better than a random classifier

NNs were trained on the data of the VQEG-HD experiments 1
and 5 and tested on the data of the experiment 3. The Figure 4
reports the performance of the NNs, see Figure 4a and Figure 4c
for the the training set, and Figure 4b and Figure 4d for the test
set. As expected, more features led to the higher accuracy on av-
erage for the training set as more complex structures of NNs were
considered. However when using such NNs on the test set, we
observed the lower accuracy compared to the NNs trained only
with the VQMSs. This last observation is important as it implies
that the accuracy of the NNs could be improved should we have
enough data to consider more complex NNs structures. However,
Figure 4 shows that, when considering the test set rather then the
training one, the average performance of the NNs is not that far
from the one obtained for the training set even though only the 5
VQMs were used as the input.

‘We now present the results that we obtained when using the
24 NNs as “virtual observers” in a “virtual” subjective experi-
ment. Also for this experiment, we consider, as the training set,
the VQEG-HD experiment 1 and 5. More precisely, we used the
24 NNs on each sequence of the VQEG-HD experiment 3. Hence,
24 predicted opinions were available for each sequence. We then
computed, for each sequence, the average and standard deviation
of the opinions provided by the 24 NNs that we named respec-
tively “virtual MOS” and “virtual SOS”. Figure 5 and Figure 6
show respectively the comparison of the MOS values and the “vir-
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tual MOS” values and the SOS values and the “virtual SOS” val-
ues. The results are quite promising as very high correlations were
obtained for the MOS and the “virtual MOS” values. Further-
more, we obtained correlation coefficients significantly different
from O between the SOS and the “virtual SOS” with 95% of con-
fidence; this is encouraging as we are not aware of any other SOS
estimation method that led to predictions significantly correlated
to the SOS. Anyhow, it is worth noting here that a practical usage
is however still limited as the Pearson correlation only reaches
0.5.

PLCC=0.91 SRCC=0.90
\

0 1 2 3 4 5
VIRTUAL MOS

Figure 5. The NNs (trained on the VQEG-HD set 1 and 5) are considered
as "Virtual Observer” and used to run a "Virtual subjective experiments” on
the VQEG-HD set 3. The obtained MOS values were compared to the actual
ones

PLCC=0.50 SROCC=0.47

0
0 0.5 1 1.5 2
VIRTUAL SOS

Figure 6. The NNs are considered as "Virtual Observer” and used to run
a "Virtual subjective experiments”. The obtained SOS values are compared
to the actual ones. The correlation coefficient is significantly different from 0
(Pvatue = 2.1 x10710)

We remind that the NN mimicking each observer outputs a
discrete probabilistic distribution, p; with i = 1,2,...,5, on the
5-point absolute rating category scale when assessing the quality
of a sequence. While the opinion of the observer is chosen as the
mode of such a distribution, i.e. the opinion score with the high-
est probability, the variance of that distribution can be used to
measure the uncertainty of the observer regarding the perceived
visual quality of the sequence whose quality is under investiga-
tion. By the uncertainty of the perceived visual quality we mean,
for instance, an inability of the observer to provide exactly his/her
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Figure 4. Contribution of no-reference perceptual features on the training (left) and validation (right) set, when predicting the OS.

previous opinion again when asked to evaluate the same sequence
again after a certain amount of time. Hence, after assessing the
quality of the sequence s, using the NN mimicking the observer
0, we define the following variance

s 2
Zopi— | Yipi

i=1

eqca
I
linel

as the uncertainty or the inconsistency of the observer o concern-
ing the visual quality of s or equivalently a measure of the in-
ability of o to provide the same opinion upon many ratings of the
sequence s.

We also designed a numerical experiment aiming at deter-
mining which perceptual features among those considered in this
work contribute the most to the uncertainty or inconsistency of
an observer when it comes to the perceived visual quality of a
sequence. We relied on the neighborhood component analysis
(NCA) feature selection approach. The NCA allows to figure
out how important would be a given feature when used to pre-
dict a given target variable. Further insights into the NCA can
be found in [11]. We computed the importance of each of the 8
no-reference perceptual features mentioned above when predict-
ing the uncertainty, i.e. the values o, for each observer. The
result of the analysis is reported in Figure 7. For each observer,
a height of the rectangle associated with each feature represents
how important is such a feature in determining the uncertainty of
the observer when it comes to the perceived quality of a sequence
after watching it. It can be seen from the corresponding figure that
the noise feature seems to be less important than the presence of
blocking artefacts in the content when determining the capability
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of an observer to repeat his/her previous rating on a given stimu-
lus. Furthermore, the observer #24 seems to exhibit a particular
behavior. In fact, while the blur feature influences significantly
the inconsistency of the other observers, his/her judgment is not
at all influenced by the presence of the artefacts due to blur.

Features Importance for Uncertainty Prediction
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Figure 7. Importance of (no-reference) features for the uncertainty pre-
diction using the neighborhood component analysis (NCA). It seems that the

noise feature is less influential than blockiness when it comes the uncertainty.

Finally, we assessed the ability of the “virtual observers” to
reproduce the content masking effect, i.e. the reduction or em-
phasis of distortion visibility due to the quantity of motion in the
video sequence whose quality is under investigation. To that aim,
we fitted the 8 no-reference perceptual features to the uncertainty
values for each observer using a regression tree and then extracted
the partial dependency of the uncertainty on the temporal activity
index (TI) of the video sequence. Such a dependency represents
the averaged predicted response of the regression tree as a func-
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tion of the TI input. The results are shown in Figure 8. We show
the curves, i.e. a relation between the TI of a video sequence and
the uncertainty or the inconsistency of an observer when it comes
to the perceived quality of the corresponding sequence, for all the
observers as well as for some specific observers to better visual-
ize the main outcome of the analysis. A closer look at the curves
indicates that a lower value of inconsistency is observed for each
observer when it comes to the sequences with a high value of TL
We attribute this behavior to the fact that temporal activity could
mask part of the distortion that could contribute to a rise of the
inconsistency of an observer. This may be seen as a first indica-
tion that the designed virtual observers can mimic this aspect of
the visual system of real observers. It is worth noting here that a
rather large gap is sometimes present between the curves of dif-
ferent observers. For instance, the model for the observer 2 seems
to be more inconsistent than that of the observer 4, which may
allow for some conclusion on the observer’s behavior, but further
investigation is required.

j
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(b) All observers
Figure 8. Lower uncertainty values are observed for sequences with a high

temporal activity. Curves are obtained by fitting the perceptual features to
the uncertainty by the regression tree models

Conclusion

In this work, we investigated a different direction for media
quality assessment using NNs. Rather than using them to build
a model for MOS prediction as largely done in the literature, we
suggest to employ them to model a single observer in terms of
visual quality perception. So, we trained NNs that can mimic the
behavior of real observers, thus taking as an input the information
about a sequence and predicting as an output the rating that the
observer would have provided after watching that stimulus. The
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preliminary results show that NNs can effectively model single
observer’s behavior. In fact, our trained NNs, used on a set of
contents that has not been included in the training process, have
been able to reproduce, with a significant accuracy, the MOS of
the sequences as rated by the corresponding observers. Further-
more, our approach allowed us to evaluate also the uncertainty of
an observer when it comes to his/her rating regarding the quality
of a given stimulus as well as an impact of the perceptual features
on it. The results reveal some diversities among the observers,
hence supporting the very common idea that a visual quality per-
ception of multimedia content is also influenced by variables that
are not directly observable or measurable.
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