
Quality Assessment Protocols for Omnidirectional Video Quality
Evaluation
Ashutosh Singla, Stephan Fremerey, Frank Hofmeyer, Werner Robitza and Alexander Raake
Audiovisual Technology Group (AVT), Technische Universitt Ilmenau, Ilmenau, Germany
Email: [ashutosh.singla, stephan.fremerey, frank.hofmeyer, werner.robitza, alexander.raake]@tu-ilmenau.de

Abstract
In recent years, with the introduction of powerful HMDs such

as Oculus Rift, HTC Vive Pro, the QoE that can be achieved with
VR/360◦ videos has increased substantially. Unfortunately, no
standardized guidelines, methodologies and protocols exist for
conducting and evaluating the quality of 360◦ videos in tests with
human test subjects. In this paper, we present a set of test proto-
cols for the evaluation of quality of 360◦ videos using HMDs. To
this aim, we review the state-of-the-art with respect to the assess-
ment of 360◦ videos summarizes their results. Also, we summa-
rize the methodological approaches and results taken for differ-
ent subjective experiments at our lab under different contextual
conditions. In the first two experiments 1a and 1b, the perfor-
mance of two different subjective test methods, Double-Stimulus
Impairment Scale (DSIS) and Modified Absolute Category Rating
(M-ACR) was compared under different contextual conditions. In
experiment 2, the performance of three different subjective test
methods, DSIS, M-ACR and Absolute Category Rating (ACR) was
compared this time without varying the contextual conditions.
Building on the reliability and general applicability of the proce-
dure across different tests, a methodological framework for 360◦

video quality assessment is presented in this paper. Besides video
or media quality judgments, the procedure comprises the assess-
ment of presence and simulator sickness, for which different meth-
ods were compared. Further, the accompanying head-rotation
data can be used to analyze both content- and quality-related be-
havioural viewing aspects. Based on the results, the implications
of different contextual settings are discussed.

Introduction
360◦ or omnidirectional videos offer an immersive and inter-

active experience to the viewers in a 360◦ viewing sphere while
watching them with a Head-mounted Display (HMD). The result-
ing user experience plays an important role in making technol-
ogy successful and acceptable for a wide user group. The re-
spective “Quality of Experience” (QoE) is defined as the “...de-
gree of delight or annoyance of the user of an application or ser-
vice...” [1, 2]. One component of QoE is the perceptual media
quality of the viewing session, resulting from different technical
characteristics of the end-to-end chain comprising the recording,
post-processing, representation, coding, retrieval, transmission,
playback and display of 360◦ videos. Furthermore, especially for
360◦ video, exploration behavior, presence and simulator sickness
also represent key aspects of QoE. Therefore, besides media qual-
ity, these three further constructs need to be assessed for a holistic
understanding of QoE in case of omnidirectional videos. It should
be noted that such findings are not only restricted to omnidirec-

tional videos, but also hold for other interactive video applica-
tions, for example, augmented reality, VR telepresence systems,
interactive omnidirectional guides, etc.

Since different constructs need to be assessed, the holistic
and valid evaluation of QoE for 360◦ videos is a time-consuming
task and requires a well-designed protocol. There are Interna-
tional Telecommunication Union (ITU) recommendations (ITU-
T Rec. P.910 and ITU-R Rec. BT.500-13) that provide guidelines
for the assessment of video quality of 2D videos on 2D displays
with respective test subjects. However, no such standard docu-
ment exists for omnidirectional videos. Therefore, it is necessary
to develop a set of guidelines to study visual quality assessment
for omnidirectional videos. To this aim, the paper investigates the
following research questions: (1) What are the key aspects that
need to be assessed besides media quality? (2) Which evaluation
methodology and set of test protocols need to be applied for the
assessment of perceived video quality of 360 videos? (3) What set
of rating tasks/questionnaire types should be used to assess Sim-
ulator Sickness and Presence in the same test run together with
quality?

The remainder of the paper is structured as follows: First,
we discuss the different test methods and report the impact of dif-
ferent influencing factors on 360◦ video quality. In the following,
aspects associated with simulator sickness such as its measure-
ment, theories about its formation, etc. are presented. In the sub-
sequent section, the different methods of analyzing users’ viewing
behaviour are reported. Conclusions are drawn at the end of the
paper.

Video Quality Evaluation
Measuring and validating QoE of omnidirectional videos us-

ing different Head-mounted Displays (HMDs) has become in-
creasingly important. Relevant system influencing factors for the
QoE of omnidirectional videos are, for example, compression al-
gorithms, projection schemes, display devices along with their
rendering technologies, resolution, bit-rates, etc. Hence, assess-
ing the impact of these factors on the QoE of omnidirectional
videos with appropriate methods is essential. In this paper, mainly
subjective video quality will be addressed. Several studies have
been reported in the state-of-the-art dedicated to the assessment of
subjective video quality [3–15]. Table 1 summarizes several stud-
ies conducted for the assessment of visual quality of 360◦ videos.

In [3], Tran et al. investigated the impact of different res-
olutions and bit-rates on the visual quality of 360◦ videos with
Samsung Gear VR using the Absolute Category Rating (ACR)
method, using the classical 5-point scale. Experimental results
showed that 4K and QHD resolutions can provide better per-
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Table 1: Summary of several test methods for the assessment of video quality for 360◦ Videos.
Name Method Resolution Frame rate Encoder HMD Name No. of Duration

Subjects of Video
Tran et al. [3] ACR 4K, QHD, 30 H.264/AVC Gear VR (S6) 36 30 s

FHD, HD Google Cardboard (S5)
Duan et al. [4] ACR 4K, 2K, 1K 30, 15, 5 – HTC Vive 13 15 s
Singla et al. [5] ACR 4K, FHD 25–30 – HTC Vive & 28 60 s

Oculus Rift
Lin et al. [6] SSCQS 4K–8K 24–30 HEVC HTC Vive 221 10–23 s
Lopes et al. [7] ACR & R1, FHD, 7.5, 10, 15 HEVC Oculus Rift 37 10 s

ACR-HR 4K, 8K 30, 60
Mahmoudpour et al. [8] ACR 4K 30 HEVC Oculus Rift 20 12 s
Covaci et al. [9] ACR HD, FHD, 25–60 H.264 Samsung Gear VR 48 60 s

2.5K, 4K
Hofmeyer et al. [10] ACR, PC 4K 25, 30, 50, H.265 HTC Vive 12 20 s

60, 90 Pro
Zhang et al. [11] ACR-HR 3600×1800 30, 60 HEVC HTC Vive 30 10 s
Zhang et al. [12] SSCQS, SAMVIQ 4K 30 H.264, H.265 HTC Vive 23 10 s

SAMPVIQ VP9
Singla et al. [13] M–ACR 4K, FHD 30 H.265 Oculus Rift 30 10 s
Singla et al. [14] DSIS 4K, FHD 30 H.265 Oculus Rift 27 10 s
Singla et al. [15] ACR, M–ACR 4K, 6K 30 H.265 HTC Vive 87 10 s

DSIS 8K Pro

ceived quality than FHD and HD. Furthermore, they found that
Samsung Gear VR (S6) provides a better perceived quality than
Google Cardboard (S5) irrespective of resolution and video se-
quence. In [4], Duan et al. investigated the impact of framerate,
resolution and bit rate using the ACR test method, establishing
a dataset that contains 10 raw videos in 4096×2048 shot using
an Insta360. Experimental results showed that higher resolution
(4096×2048) and higher framerate (30 fps) provide better visual
quality than lower resolutions (2048×1024 and 1024×512) and
framerates (5 and 15 fps). Furthermore, the perceived visual qual-
ity at 70000 KBit/s is slightly higher than at 10000 KBit/s. In [5],
Singla et al. assessed and compared the audiovisual quality in
HTC Vive and Oculus Rift using the ACR test method. Exper-
imental results indicated that 4K provides better-perceived qual-
ity than FHD. Additionally, the results imply that HTC Vive pro-
vides better integral quality than Oculus Rift, although both the
HMDs have the same technical specifications. The difference in
perceived quality could be due to the rendering algorithm or type
of lenses used. The impact of content motion on the integral qual-
ity was also investigated. The content with the highest amount
of motion was shown to provide the lowest integral quality and
vice-versa.

In [6], Li et al. compared the three different projection meth-
ods Equirectangular projection (ERP), reshaped cubemap projec-
tion (RCMP) and truncated square pyramid projection (TSP), us-
ing a continuous quality scale with HTC Vive. Results suggest
that TSP provides better subjective video quality. In [7], Lopes et
al. evaluated the impact of different resolutions (R1 (960×480),
FHD, 4K, 8K) and framerates (7.5, 10, 15, 30 and 60) on the
visual quality of several omnidirectional videos using ACR and
ACR-HR (ACR with Hidden-reference Removal) with an Oculus
Rift. Experimental results indicate that 4K and 8K resolution pro-
vided almost the same perceived quality at 30 fps. Also, results
showed the saturation in visual quality beyond 30 fps at 4K res-
olution. It is noted that the lack of differences between 4K and
8K resolution may be a result of either the source contents and
their respective quality or of the limited resolution and resulting
screen-door effect for the Oculus Rift used [16].

In [8], Mahmoudpour et al. studied the impact of judder and
compression artefacts on the subjective visual quality of omni-
directional videos in Oculus Rift using a Single Stimulus Con-
tinuous Quality Scale (SSCQS) method. A dataset1 was created
that contains 12 omnidirectional videos shot with a GoPro Fusion
360◦ camera and three computer-generated VR videos. The test
results show that at higher quality levels, the quality drop due to
judder is more significant than that due to compression, at least
for the considered parameter ranges. In [9], Covaci et al. inves-
tigated the impact of mulsemedia (multisensory media) on 360◦

videos. Experimental results showed that users perceived better
quality for 360◦ mulsemedia than 360◦ multimedia irrespective
of encoding quality. In [10], Hofmeyer et al. investigated sev-
eral combinations of 360◦ players and framerates. They found
that 90 fps provides significantly better quality than other fram-
erates (25, 30, 50, 60). Further, results showed that Whirligig
and Virtual Desktop both offer a smooth playback for 360◦ videos
without flickering at 30 and 90 fps. They also investigated the
impact of various motion-interpolation (MI) algorithms on QoE,
when interpolating (temporally upscaling) sequences from 30 to
90 fps. The original framerate was 30 fps. It was concluded that
MI, in general, is a suitable tool for increasing the QoE of 360◦

videos. While FFmpeg MCI should be preferred over butterflow
for videos containing fast and sudden movements, for slow- and
medium-motion videos, butterflow is more suitable.

In [11], Zhang et al. proposed a protocol for the subjec-
tive assessment of omnidirectional videos for coding applications.
Considering the projection and resolution of the applied HMD,
video sequences should be re-sampled to the optimal resolution
3600×1800 before coding for HTC Vive to alleviate the interfer-
ence of HMD sampling. In [12], Zhang et al. compared the per-
formance of three subjective test methods: SSCQS, subjective as-
sessment of multimedia video quality (SAMVIQ) and subjective
assessment of multimedia panoramic video quality (SAMPVIQ).
Experimental results show that SAMPVIQ has better Pearson’s
linear correlation coefficient (PLCC) with the Video quality met-

1http://data.etrovub.be/qualitydb/judder-vqa
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Figure 1. MOS with corresponding CIs for different test methods [15].
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Figure 2. MOS with corresponding CIs for M-ACR test method [13].

ric (VQM) [17] used for comparison. However, the authors have
not validated which test method is statistically more reliable.
Also, it is not clear if these three test methods are compared under
the same contextual conditions.

Most of the studies reported above have used the ACR test
method to evaluate the quality of 360◦ videos. The advantages
of using the ACR method are that the Processed Video Sequence
(PVS) is displayed only once targeting more absolute rather than
relative rating. Further, with less repetitions, exploration will be
more natural in spite of being in a video quality test.

Impact of Contextual Conditions
A Possible impact due to contextual settings on 360◦ video

QoE assessment were revealed from two different sets of sub-
jective experiments conducted at our lab. In test 1 [13, 14], we
compared the performance of the DSIS and M–ACR2 test meth-
ods under different contextual conditions using Oculus Rift. This
way, even for 360◦ videos, the typical usage of short, 8 to 10 s
long source videos can be accommodated, leaving enough time
for adaptation to the omnidirectional scene and its quality judg-
ment. The M–ACR test was conducted in winter and the DSIS
test in summer. Figures 2 and 3 show the MOS averaged over
all video sequences for different bit-rates for FHD and 4K res-
olution. It is clear from the results that 4K resolution provides
better perceived quality than FHD resolution, irrespective of the

2M–ACR is an adapted version of the classical single-stimulus ACR-
type approach, repeating the playout of the test stimulus twice before the
actual quality rating.
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Figure 3. MOS with corresponding CIs for DSIS test method [14].

test method, except for 1 Mbit/s when using DSIS.
To find out which of the test method is statistically more re-

liable, statistical reliability was calculated based on [18]. For M–
ACR and DSIS, we computed the MCI Mean Confidence Inter-
val, MOS Range and calculated MCInorm using the method shown
in [18]. Table 2 implies that M-ACR is slightly better than DSIS.

In experiment 2, we compared the performance of the DSIS,
M–ACR and ACR test methods using the HTC Vive Pro. Here,
all tests were run in the same season and hence under the same
climatic (external) conditions. Figure 1 shows the MOS averaged
over all video sequences for different bit-rates for 4K, 6K and 8K
resolutions. It is clear from the results that 6K resolution provides
better-perceived quality than 4K irrespective of the test method.
The difference between the perceived quality provided by 6K and
8K is not clearly visible with any of the considered test methods.
Statistical reliability was calculated based on [18] for all three
test methods. In contrast to the results from experiment 1, Table 3
shows that DSIS provides higher reliability and resolving power
between test conditions than M–ACR and ACR.
Table 2: MCI, MOS Range and MCInorm for DSIS and M-ACR [14]

DSIS M-ACR
MCI 0.136 0.118
MOS
Range

3.198 3.149

MCInorm 0.042 0.037

Simulator Sickness
While viewing 360◦ videos on an HMD, users may expe-

rience symptoms of simulator sickness (or cybersickness) such
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Table 3: MCI, MOS Range and MCInorm for ACR, M-ACR and
DSIS [15].

Test Method ACR M-ACR DSIS
MCI 0.138 0.1392 0.1405
MOS Range 2.824 3.088 3.16
MCInorm 0.0489 0.0450 0.0444

as nausea, dizziness, vertigo, sweating, etc. [19]. Simulator sick-
ness may occur during and after exposure to a virtual environment
(VE). Hence, for a holistic picture of omnidirectional video QoE,
simulator sickness should be monitored during respective tests.

For the self-evaluation of simulator sickness, the Simulator
Sickness Questionnaire (SSQ) developed by Kennedy et al. in
1993 [19] may be used. As an alternative, physiological measures
may be used 20, which are out of scope for the present paper.
This questionnaire consists of 16 scales for symptoms such as
headache, nausea, fatigue, sweating, etc. The users rate the pres-
ence of each symptom using a four-point scale (0 = not at all, 1
= slightly, 2 = moderately, and 3 = severely). Some modifica-
tions to SSQ were proposed by Kim et al. [21] as VRSQ (Vir-
tual Reality Sickness Questionnaire). They analyzed the SSQ
profiles for VR devices and observed that Nausea scores were
the lowest among the three categories (nausea, oculomotor, dis-
orientation). Hence, they eliminated the nausea component from
SSQ, reducing the initially 16 scales to 9. Another questionnaire,
MASQ (Motion Sickness Assessment Questionnaire) is proposed
by Gianaros et al. [22], where 16 symptoms/descriptors are cat-
egorized into 4 categories (Gastrointestinal, Central, Peripheral,
and Sopite-related), with each descriptor rated on a 9-point scale.

There are rapid self-report methods for the assessment of
the well-being of users’ applying a single scale. There are many
single-scale tests reported in the literature such as Fast Motion
Sickness Scale (FMS) by Keshavarz et al. [23], Misery Scale In-
dex (MISC) by Wertheim et al. [24] and Short SSQ by Tran et
al. [3]. Additionally, the motion sickness susceptibility question-
naire (MSSQ) [25] could be used in the experiment to know about
the susceptibility of users to motion sickness.

Given the number of Long and Short Questionnaires, it can
be difficult for the researcher to know which will be the most suit-
able for assessing simulator sickness in viewers of 360◦ video.
Singla et al [26] compared a short SSQ [3] approach with the
widely used full SSQ [19]. Experimental results indicated that
the ”Short SSQ” cannot replace the SSQ to evaluate the impact
of factors such as resolution, bitrate, framerate, etc. on simulator
sickness. However, the Short SSQ can effectively replace the SSQ
to distinguish video contents based on whether they cause high or
low simulator sickness. The impact of test duration and breaks on
simulator sickness was investigated by Singla et al. in [15]. Ex-
perimental results show that with an increase in time, simulator
sickness also increases, but breaks in-between help to reduce the
effect of simulator sickness.

Presence
Omnidirectional videos allow users to interactively explore

the scene, which gives them a perception of being present in the
virtual environment (VE). To measure presence in a VE, the Pres-
ence Questionnaire (PQ) [27] has been widely used. Similarly to
the case of the SSQ, also short versions of the approach have been
applied. For example, the Short Presence Questionnaire (Short

PQ) as described in [3] can be used. The PQ (version 2) consists
of 32 questions which are further classified into four different cat-
egories: control, sensory, distraction and realism factors. Subjects
rate each factor on a 7-point scale, with different descriptive la-
bels for some factors. For the Short PQ, subjects are asked to
answer one question on a 5-point scale (1: absolutely no sense of
presence and 5: a true sense of presence as in a real environment).

Singla et al. [26] compared the modified PQ (version 2)3 and
short PQ for the case of omnidirectional video QoE testing. Ex-
perimental results show that the Short PQ could replace PQ only
to evaluate the extent of presence provided by a specific video
sequence. However, the Short PQ cannot replace the PQ for a de-
tailed analysis such as to evaluate the impact of factors such as
resolution, bitrate, framerate, etc.

Exploration Behaviour
When consuming videos using traditional 2D displays, the

user is restricted to watch only a certain viewport of the scene.
However, in omnidirectional videos, viewers can look wherever
they want. The users become the director of the movie and are
free to watch any view. With this freedom, a lot of researchers
are interested to find out at which specific parts of the video users
are looking at any given moment in time. In other words, they are
interested in investigating the exploration behavior of the users.
There are publicly available tools that can be used to conduct
subjective tests using HMDs and collect the corresponding head-
rotation data such as AVTrack360 [28] and MIRO360 [29]. An
alternative to the head rotation data is to track eye movements
while exploring 360◦ videos [30]. For the present paper, we will
focus on head tracking only.

For example, AVTrack [28] is a Python-based framework for
capturing exploration behaviour of people while watching 360◦

videos. It uses the Whirligig player for the playout of 360◦ videos.
Together with the tool, the authors published a dataset provid-
ing the head rotation data for 48 subjects watching 20 different
omnidirectional videos with 30 s duration in a task-free scenario.
Four different methods were proposed to evaluate the head rota-
tion data: percentage of subjects discovered the respective parts
of the video, percentage of time spent by the subjects watching
specific areas of 360◦ video, heatmaps and angular yaw speed
heatmaps. Heatmaps are found to be a good way for visualizing
how people are exploring omnidirectional videos, while angular
yaw speed heatmaps can be used to investigate the effect of spe-
cific video events at a specific time-stamp on the exploration be-
havior. MIRO360 [29] is an Android-based tool that can be used
to carry out the subjective test with DSIS and ACR test methods
using Samsung Gear VR. This tool also records the head rota-
tion data of users while watching the 360◦ videos. Additionally,
after the video is over, there are different questions that can be
asked from users related to quality, simulator sickness and pres-
ence, while their response can be recorded using a controller.

Recommendations
Video Quality

Based on the studies reviewed above, recommenda-
tions/guidelines can be derived for conducting tests for media

3based on the test design and target effect, PQ was adapted and 22
questions were selected which fit the goals
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quality assessment of 360◦ videos. In general, it is proposed to
assess all major constituents of 360◦ video QoE, namely audiovi-
sual quality, simulator sickness and presence, collecting head- and
if possible eye-tracking data for viewing-behaviour analysis. For
media quality assessment, where considered meaningful, known
standardized subjective test methods as e.g. recommended by
ITU-T or ITU-R will be referred to.

Before starting the test, the test participants should be
screened for correct visual acuity using Snellen charts (20/20) and
for colour vision using Ishihara charts, as described in ITU-R Rec.
BT.500-13. During post-test subject screening, outlier detection
can be performed based on the Pearson Linear Correlation Co-
efficient (PLCC) as described in [31] or based on ITU-R Rec.
BT.500-13. Additionally, the Kurtosis coefficient could be com-
puted for each subject to check if their rating score is normally
distributed.

For playing out 360◦ videos, a player must be used that pro-
vides smooth playback for 360◦ videos without stuttering, such
as Whirligig [10]. It was shown that for reducing the quality-
impact due to the mismatch between video framrate and HMD re-
fresh rate, and hence avoid stuttering, the video framerate should
be adapted to the HMD’s refresh rate [10]. For interpolating the
sequences from the given framerate to the 90 Hz used by most
HMDs, FFmpeg MCI and butterflow algorithms are suggested,
depending on the amount of motion in the video [10]. To provide
at least a reasonable level of perceived quality, video resolution
should be at least 4K [3, 13, 14].

For the evaluation of short video sequences (< 20 s), for
a more fine-grained video-quality assessment, a double-stimulus
test method should be used, such as DSIS. In case that a more
absolute rating is sought, an adapted single-stimulus method such
as the proposed M–ACR can be used, where the test sequences
are repeated twice so that test participants have enough time to
explore the omnidirectional videos and assess their quality.

Using longer sequences (> 20 s) enables a more realistic
and holistic viewing experience, since subjects can better explore
and adjust to the current content. In this case, a double-stimulus
method is not suitable. Instead, a single-stimulus test method such
as ACR can well be used to avoid a longer duration of the test.

For the collection of ratings, either test participants could
record their responses using a controller or report the rating num-
ber aloud to an experimenter present in the room, who notes down
the rating of the video [13]. Both approaches enable subjects to
continuously wear the HMD, avoiding possibly detrimental ef-
fects of taking on- and off of the HMD when collecting ratings
outside e.g. on a separate screen. It was shown that particular
care must be taken when different subjective tests are to be com-
pared, where contextual effects such as outside-the-lab tempera-
tures may have a stronger effect on the results [15].

Simulator Sickness and Presence
Based on the simulator sickness scores, we recommend not

to exclude any test participant, reflecting individual effects. For
the collection of ratings, for short questionnaires, test participants
can record their response either verbally or using controllers. For
the long questionnaires, the responses could be recorded on paper,
taking breaks between viewings.

Based on the studies reviewed, we recommend using a
single-scale question to assess simulator sickness and presence af-

ter each stimulus, especially, in case of tests that focus on media
quality, and/or which apply short stimuli (<30 s). Due to its sim-
plicity, it may complement the quality rating, and could be asked
after every PVS. In turn, the full questionnaire may be used for
longer stimuli (>30 s), and will be more indicative for the effects
due to bitrate, framerate, resolution and test duration. Also in case
of a media-quality test with short stimuli, the full questionnaire is
recommended to be used, however only after each complete test
block, then as an indicator to monitor the wellbeing of the test
subject over the test duration.

Conclusions
In this paper, we have reviewed some of the relevant liter-

ature on the subjective evaluation of 360◦ video QoE. From the
results and those obtained in a number of own tests, we derived
a first set of recommendations that could be used for conduct-
ing subjective tests for a holistic evaluation of 360◦ video QoE.
To this aim, the evaluation was decomposed into four indicators
of omnidirectional video QoE, namely media quality, simulator
sickness, presence and viewing behavior. In future work, the ini-
tial recommendations will be substantiated by further tests and
methodological comparisons. Here, a particular focus will be on
the usage of full sets of questionnaires versus the usage of short-
ened approaches, and in particular on the role of simulator sick-
ness and wellbeing.
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