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Abstract
Recently, CFA sensors including the W channel have been

developed. Since the W channel receives luminance information,
the W channel has a wider spectrum band than that of the R, G,
and B channels. Therefore, the W channel can get higher SNR
than that of the R, G, and B channels. There are many color in-
terpolation methods for the Bayer CFA, but less for the RGBW
CFA. In this paper, we propose a new color interpolation method
for white-dominant RGBW CFA. The proposed method is edge-
adaptive. Its method reconstruct the W channel first which has
a high sampling rate. Next, the R, G, and B channels are recon-
structed by using the color difference domains with the W channel.
Experimental results show that the PSNR and visual confirmation
are higher than the conventional method.

Introduction
Most digital and smartphone cameras use an RGB color filter

array (CFA) as shown in Fig. 1 (a) [1], where R, G, and B means
red, green, and blue respectively. In a single sensor camera with
CFA, each pixel is stored with only one of the RGB values, the
other two pixel values must be interpolated. This interpolation
process is typically called the demosaicing process. It plays a
critical role in producing high quality color images. Most color
interpolation algorithms based on the Bayer CFA interpolate the
missing G first, since the number of the G pixels is twice as large
as those of the R and B pixels. Then we find R and B. There are
several ways to interpolate R and B, and the most popular one
is the way using color ratio [2], [3], and another is using color
difference domains [4], [5], [6].

In the past literatures, many algorithms using color differ-
ence interpolation have been proposed because of its simplicity
of implementation. The assumption of this algorithm is that all
color bands have spectral correlations and the color difference
has a similar image at the texture and at the edges. Therefore,
high frequency energy is further reduced in the color difference
domain (e.g. G - R and G - B) than in each color channel. For this
reason, the interpolation algorithm using the color difference do-
main increases the accuracy of demosaicing when compared with
the accuracy of demosaicing for each channel.

As the number of pixels increased in these days, a degra-
dation of the sensitivity problem occurred. W pixels can absorb
more photons than R,G, and B pixels, so they have higher PSNR
values contrast to R, G, and B pixels in low light images, where
W means white. As a result, RGBW CFA was proposed. There
are many RGBW CFA with high sensitivity sensors such as the
Kodak 2.0 4x4 RGBW CFA (Fig. 1 (b)) and the Sony 4x4 RGBW
CFA (Fig. 1 (c)). Also, color interpolation algorithm for RGBW
CFA was proposed [7]. The previous RGBW CFA has 50% W

(a) (b) (c) (d)

Figure 1. (a) The Bayer CFA. [1] (b) Kodak 2.0 4-by-4 RGBW CFA. [8] (c)

Sony 4-by-4 RGBW CFA. [9] (d) Periodic white-dominant RGBW CFA.

pixels compared to the total pixels.

In this paper, we propose the white-dominant RGBW CFA
which has 75% W pixels compared to the total pixels (Fig. 1
(d)) and its corresponding color demosaicing algorithm to restore
the full color image from the new RGBW CFA shown in Fig. 1
(d). Section gives the proposed overall algorithm for color in-
terpolation. First, we reconstruct the W channel using directional
color difference domain. After reconstructing W channel, we re-
construct each R, G, B channels by using the correlation between
R, G, B, and W channels. In Section , experimental results are
shown, including comparisons with conventional method. Finally,
we conclude the paper in Section .

Proposed method

The proposed algorithm starts by finding the missing W pix-
els. After reconstructing W, the RGB channels are obtained using
the correlation of the W and RGB channel. By using the high-
sensitive W channel, we determine the edge direction and inter-
polate the pixels.

W channel interpolation

The W channel should be interpolated first. It is important
to reconstruct the W pixels because they have 75% of the total
pixels, and the W channel has a large frequency correlation with
other RGB channels. The algorithm is implemented in two steps.
First, we perform the interpolation for each channel in the vertical
and horizontal directions, and estimate the color difference. Since
the interpolation takes into account inter-channel correlation, high
quality color images are reconstructed. Second, the north, south,
east and west directions are determined using the color difference
gradient values. For white and green rows and columns in the in-
put pattern image, we interpolate the missing pixel using bilinear
filter. The directional estimates for the missing white and green
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Figure 2. (a) Horizontal color difference map (b) Vertical color difference

map.

pixel values are:

W̃ H
i, j =


Wi, j−1 +Wi, j+1

2
, at the R,G,B pixels

Wi, j, at the W pixel,

W̃V
i, j =


Wi−1, j +Wi+1, j

2
, at the R,G,B pixels

Wi, j, at the W pixel.

(1)

G̃V (i, j) = fi.G(i−3 : i+3, j),

G̃H(i, j) = G(i, j−3 : j+3).f′i,

fi = [
1
4

1
2

3
4

1
3
4

1
2

1
4
].

(2)

The estimates for blue and red pixels are calculated in the
same way. The next step is to calculate the horizontal and vertical
color differences shown as Fig. 2 using the pixel values from the
original and the estimated by direction:

∆̃
H
w,g(i, j) =

{
W̃ H

i, j−Gi, j, W is interpolated
Wi, j− G̃H

i, j, G is interpolated,

∆̃
V
w,g(i, j) =

{
W̃V

i, j−Gi, j, W is interpolated
Wi, j− G̃V

i, j, G is interpolated,

(3)

where V and H denote horizontal and vertical directions and (i, j)
is the pixel location. Similarly, the vertical and horizontal differ-
ence (W−B,W−R) is obtained. For the W channel interpolation,
we have directional color difference estimates in (3), and we com-
bine them accordingly.

∆̂w,g(i, j) = [wV .fu.∆̃
V
w,g(i−2 : i+2, j)

+wH .∆̃
H
w,g(i, j−2 : j+2).f

′
u]/wC,

wC = wV +wH ,

fu = [
1
4

0
1
2

0
1
4
].

(4)

The weights for each vertical and horizontal directions are calcu-
lated as follows by using a local window size of 5 by 5:

wV = 1/

(
i+2

∑
k=i−2

j+2

∑
l= j−2

DV (k, l)

)2

,

wH = 1/

(
i+2

∑
k=i−2

j+2

∑
l= j−2

DH(k, l)

)2

,

(5)

where gradients are defined as:

DV
i, j =

∣∣∣∆̃V
i−1, j− ∆̃

V
i+1, j

∣∣∣ ,
DH

i, j =
∣∣∣∆̃H

i, j−1− ∆̃
H
i, j+1

∣∣∣ . (6)

The final color difference of W and G is obtained by using
(4) calculated above,. The four neighbors and its own weight are
used to estimate the desired pixel difference:

∆̃w,g(i, j) = [wN .∆̂w,g(i−2, j)+wS.∆̂w,g(i+2, j)

+wE .∆̂w,g(i, j+2)+wW .∆̂w,g(i, j−2)]/wT ,

wT = wN +wS +wW +wE .

(7)

The weights (wN ,wS,wE ,wW ) are calculated in a similar
way to the other weights (wV ,wH) obtained in (5). Using a lo-
cal window size of 5 by 5 for the horizontal and vertical direction:

wN = 1/

(
i

∑
k=i−4

j+2

∑
l= j−2

DV (k, l)

)2

,

wS = 1/

(
i+4

∑
k=i

j+2

∑
l= j−2

DV (k, l)

)2

,

wE = 1/

(
i+2

∑
k=i−2

j+4

∑
l= j

DH(k, l)

)2

,

wW = 1/

(
i+2

∑
k=i−2

j

∑
l= j−4

DH(k, l)

)2

.

(8)

The color differences between W and R and W and B are
also estimated in the above method. Once the color difference is
determined, we add the difference to each pixels for estimation of
W value:

W̃ (i, j) = R(i, j)+ ∆̃w,r(i, j),

W̃ (i, j) = G(i, j)+ ∆̃w,g(i, j),

W̃ (i, j) = B(i, j)+ ∆̃w,b(i, j).

(9)

G channel interpolation
The G channel uses a method similar to the method of esti-

mating the W channel. Because of the white-dominant CFA, the
estimated W channel has a large similar correlation with the origi-
nal W channel. Therefore, the color differences are updated using
the estimated W at the R, G, and B pixels location. Estimation of
the G channel has three steps.

First, we interpolate the G pixels at the R and B pixels lo-
cation. Second, the center pixel of the restored G pixels. Finally
interpolate the rest pixels.

∆̃
Hupdate

w,g (i, j) =


∆̃H

w,g(i−1, j)+ ∆̃H
w,g(i+1, j)

2
, even rows

∆̃H
w,g(i, j), odd rows,

∆̃
V update

w,g (i, j) =


∆̃V

w,g(i, j−1)+ ∆̃V
w,g(i, j+1)

2
, even rows

∆̃V
w,g(i, j), odd rows.

(10)
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We use (3) to estimate the G pixels at the R and B pixels. The
horizontal and vertical differences obtained in (3) are empty at
even rows and even columns, respectively. These empty rows and
columns are interpolated by bilinear interpolation to make the en-
tire horizontal and vertical difference map. We use the updated
horizontal and vertical directions in (10) to interpolate in a sim-
ilar way of the previous W channel interpolation method. The
updated color difference of W and G is obtained as below:

∆̃
update
w,g (i, j) = [wupdate

N .∆̂update
w,g (i−2, j)

+wupdate
S .∆̂update

w,g (i+2, j)

+wupdate
E .∆̂update

w,g (i, j+2)

+wupdate
W .∆̂update

w,g (i, j−2)]/wupdate
T ,

wupdate
T = wupdate

N +wupdate
S +wupdate

W +wupdate
E ,

(11)

where (11) means the results that we use the method of Section
based on (10).

The final estimates of the G channel are as below:

G̃(i, j) =

{
W (i, j)− ∆̃w,g(i, j), atW pixel,
W̃ (i, j)− ∆̃w,g(i, j), at R,G,B pixel.

(12)

R and B channel interpolation
We reconstruct the missing diagonal pixels like R pixel val-

ues at B locations and B pixel values at R locations for R and
B channel interpolation. These pixels are interpolated by simple
lowpass filter size of 5 by 5:

R̃(i, j) = W̃ (i, j)

− ∆̃w,r(i−2 : i+2, j−2 : j+2)⊗Hl p f ,

B̃(i, j) = W̃ (i, j)

− ∆̃w,b(i−2 : i+2, j−2 : j+2)⊗Hl p f ,

Hl p f =


1 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1 0 0 0 1

 · 14 ,
(13)

where ⊗ denotes element-wise matrix multiplication and subse-
quent summation. The R and B pixels at green locations are inter-
polated by the R and B pixel value including its estimated value
above (13). We estimate the remaining pixels in a similar way.

Experimental results
The performance of the proposed method is measured with

the Kodak data set shown in Fig. 3. The white-dominant RGBW
CFA was generated by subsampling a full color image. The W
channel was estimated by the average of the R, G, and B channels:

W (i, j) =
R(i, j)+G(i, j)+B(i, j)

3
. (14)

In quantitative comparison, it shows better performance
than the modified conventional method [5], the edge directional
method. We modified the conventional method [5], because the

Image1 Image2 Image3

Image4 Image5 Image6

Figure 3. Test images(Kodak dataset).

Comparison of CPSNR (dB) values for the conventional
method and the proposed method

Name Conventional
[5]

Conventional
[10]

Proposed

Image1 29.43 32.59 36.44
Image2 27.33 32.30 35.15
Image3 35.66 36.66 40.26
Image4 31.50 30.06 32.56
Image5 31.35 34.61 39.15
Image6 36.66 30.10 38.44

Average 31.99 32.72 37.00

method is based on the Bayer CFA. And it also shows better per-
formance than the recently conventional method [10]. The results
are summarized in the table below by comparing the peak signal-
to-noise ratio (PSNR). PSNR is defined as follows:

PSNR = 10log10
2552

MSE
, (15)

where MSE means the mean squared error between the original
and the output image. As shown in Table 1, the proposed algo-
rithm performs better in edge regions. Comparing the average
PSNR of the given Table 1, we can see that it is 5dB higher than
the conventional method.

The qualitative analysis compared the experimental results in
the areas where color interpolation errors can be caused by high
frequency components. In particular, Fig. 4 (a) is part of Image 5
and Fig. 4 (e) is part of Image 6 with the parrot’s eye. From the
results of the proposed method, it can be seen that the false color
is reduced as shown in Fig. 4 (d), (h) by accurately estimating the
color difference. Experimental results show that the reconstructed
image obtained by applying the proposed algorithm to the white-
dominant RGBW is superior to the image reconstructed by the
conventional method in terms of SNR and visual confirmation.

Concolusion
In this paper, we propose an optimized color interpolation

method for white-dominant CFA to acquire high resolution and
high sensitivity images simultaneously. In this case, the edge
adaptive technique is used, and the color difference between the
W channel and the R, G, and B channels using spectral correlation
and W channel advantages is utilized. As there are few conven-
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4. Partially magnified experimental results : (a), (e) original image,

and (b), (f) modified conventional method [5], and (c), (g) modified conven-

tional method [10], and (d), (h) proposed method.

tional methods based on periodic white-dominant CFA, it is found
that the proposed algorithm outperforms conventional methods in
terms of SNR and visual confirmation when compared with the
method based on [5] and [10]. It is expected to be applied to low
light cameras or surveillance cameras to increase sensitivity and
obtain high resolution images.
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