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Abstract
Classification of degraded images is very important in prac-

tice because images are usually degraded by compression, noise,
blurring, etc. Nevertheless, most of the research in image clas-
sification only focuses on clean images without any degradation.
Some papers have already proposed deep convolutional neural
networks composed of an image restoration network and a clas-
sification network to classify degraded images. This paper pro-
poses an alternative approach in which we use a degraded im-
age and an additional degradation parameter for classification.
The proposed classification network has two inputs which are the
degraded image and the degradation parameter. The estimation
network of degradation parameters is also incorporated if degra-
dation parameters of degraded images are unknown. The ex-
perimental results showed that the proposed method outperforms
a straightforward approach where the classification network is
trained with degraded images only.

Introduction
Image classification based on a deep convolutional neural

network (CNN) has been investigated in these years [1, 2, 3, 4,
5, 6]. Most of the research in image classification only focuses on
clean images without any degradation. However, in practice, we
need to consider image degradation, such as compression, noise,
and blurring. Classification of degraded images has been studied
in several papers [7, 8, 9, 10]. A classification network trained
only with annotated clean images does not have enough ability
to classify degraded images. A straightforward approach to over-
come this problem is to train a network with degraded images, as
shown in Fig. 1-(a), where the structure of the network is the same
as before. This training procedure can be considered as a kind of
data augmentation.

Most of the research in classifying degraded images has used
an image restoration network as the pre-process of a classification
network [7, 8]. The restoration network outputs a restored im-
age from a degraded image. Then, the restored image is input
into the classification network. On the other hand, several papers
have indicated that privileged information or side information can
improve the classification performance [11, 12, 13].

In this paper, we propose a method to classify degraded im-
ages involving degradation parameters. Degraded images usu-
ally have some degradation parameters against their clean images.
Therefore, it is a natural extension for the classification network
of degraded images to use the degradation parameter as an ad-
ditional input, as shown in Fig. 1-(b). Although degradation pa-
rameters might be provided with degraded images in some cases,
they are usually unknown in practice. Therefore, we incorporate
the estimation of degradation parameters, as shown in Fig. 1-(c).

This paper mainly focuses on the JPEG distortion as a typi-

Figure 1. Comparison for classification networks of degraded images.

(a), (b), and (c) are categorized in terms of the input of the classification

network as described in each caption.

cal example of image degradation because the JPEG compression
is the de-facto standard for image compression. The degradation
parameter of the JPEG distortion is a quality factor, where the
lower the quality factor is, the lower the image quality, but the
smaller its file size. For confirming the effectiveness of using a
degradation parameter as an additional input to the classification
network, we first confirm the performance of the estimation net-
work for degradation parameters. Then, we show classification
performance is improved by the classification network which has
a degraded image and an estimated degradation parameter as its
inputs.

Our proposed method is applicable not only to the JPEG dis-
tortion but also other image degradation. We also show the effec-
tiveness of the proposed method for additive Gaussian noise.

Related Works
CNN-based classification of images

Many CNN-based networks of image classification have
been proposed [1, 2, 3, 4, 5, 6]. For classification of degraded
images, CNN-based approaches have been studied in several pa-
pers [7, 8, 9, 10]. A common approach of some studies is to use
images restored by a super-resolution network or a restoration net-
work [7, 8]. The proposed method in this paper is an alternative
approach to cope with degraded images and degradation parame-
ters.

In this paper, the JPEG distortion is focused as an example
of image degradation. There are some reports about the classifi-
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Figure 2. Network architecture, where 3x3 or 2x2 represent the filter size, f is the dimension of feature map, d is the dilation rate, and s is the stride. G.A.P.

denotes “Global Average Pooling”.

cation of the JPEG image. Das et al. have shown that the JPEG
compression is effective in eliminating adversarial noise [14].
Gueguen et al. have proposed the network whose input is the co-
efficient of discrete cosine transformation (DCT) in YCbCr color
space instead of the RGB intensity [15]. The key point of the pro-
posed method is to use the JPEG quality factor as a degradation
parameter.

Estimation of degradation parameters
Estimation of degradation parameters is to estimate unknown

degradation parameters from a single degraded image. Estimation
of degradation parameters and its application have been proposed
in [16, 17]. Uchida et al. have focused on the JPEG distortion
as an image degradation [16]. They have proposed a CNN to
detect the JPEG compression and estimate JPEG quality factors.
In this paper, we use the existing network to estimate degradation
parameters [16].

Degradation parameters are additional information for the
classification network in the proposed method. Learning with
privileged information or side information has been investigated
in machine learning and deep learning area [11, 12, 13, 18]. Vap-
nik et al. have used privileged information for learning support
vector machines. They added poetic descriptions of MNIST as
privileged information and improved the classification accuracy
of MNIST recognition [11]. Hoffman et al. have used depth data
as side information and constructed a hallucination network [13].
In this paper, we show that degradation parameters contribute to
improving the classification performance of degraded images.

Proposed Method
Proposed network

Here, the CNN-based classification of degraded images is
proposed. The proposed network consists of two networks as
shown in Fig. 2; an estimation network of degradation parameters
and a classification network. The input of the proposed network
is a degraded image only. The key point is that the classification
network in the proposed network has two inputs. One is a de-
graded image, and another is a degradation parameter. The degra-
dation parameter is estimated by the estimation network. When
degradation parameters are known, the estimation network in the
proposed network is omitted, as shown in Fig.1-(b). And then, the
known parameters are directly used for the input of the classifica-
tion network.

The estimation of degradation parameters has almost the
same network architecture proposed in [16, 19], where a batch

normalization [20] is omitted for simplicity. Degradation param-
eters can be estimated for each pixel of an input image. Then,
the pixel-wise degradation parameters are averaged spatially be-
fore inputting into the classification network. The loss function
for the training of the estimation network is the mean square er-
ror (MSE) between correct degradation parameters and estimated
parameters. The optimizer was Adamax [21] in experiments.

The architecture of the classification network is a VGG-
like network [1], where the architecture includes the spatial
dropout [3] and the convolution pooling [2] instead of the max
pooling. The loss function is cross-entropy between correct labels
and predicted labels. Adamax [21] was also used to minimize the
loss function in experiments.

This paper uses a CNN-based network for the estimation
of degradation parameters. However, the estimation method for
degradation parameters is not limited to the CNN-based network.

Training procedure
The estimation network of degradation parameters and the

classification network are separately trained. Especially, the esti-
mation network of degradation parameters needs to be trained be-
fore training the classification network. The training of the classi-
fication network requires annotated images, while the estimation
network of degradation parameters can be trained without annota-
tion. The training procedure of the networks is explained for the
estimation network of degradation parameters and then, for the
classification network.

To train the estimation network of degradation parameters,
we collect a huge number of clean images without annotation.
Then, we apply the degradation to the clean images with some
degradation parameters. Degradation parameters can be easily
controlled by ourselves. Now, the estimation network of degrada-
tion parameters can be trained with pairs composed of degraded
images and degradation parameters.

Both degraded images with annotation and estimated degra-
dation parameters are necessary for the training of the classifica-
tion network. Degraded images with annotation can be generated
from clean images with annotation by applying the degradation.
On the other hand, degradation parameters can be estimated by
the pre-trained network to estimate degradation parameters. Now,
the classification network can be trained with degraded images
and estimated degradation parameters. The pre-trained network to
estimate degradation parameters is not trained further during the
training of the classification network. In the case of known degra-
dation parameters, the classification network can be just trained
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Original Q.F.=20 Q.F.=40 Q.F.=60 Q.F.=80 Q.F.=100
Figure 3. JPEG compression effect for the CIFAR-10 image, where JPEG compression was applied to the original image with quality factors shown below

each image.

Table 1. Combinations of networks and training data in the case of the JPEG distortion.
Networks Image only Image and degradation parameter
Images Original JPEG JPEG

Degradation parameters - - Estimated JPEG quality factor
Notations Org Jpg Jpg and Est. Q.F.

with annotated images and known degradation parameters.

Experiments
Experiments were focused on the JPEG image and the JPEG

quality factor as an example of degraded images and degradation
parameters. Figure 3 shows the CIFAR-10 images compressed
with different JPEG quality factors. The JPEG quality factor con-
trols the quality of JPEG images. Therefore, adding the JPEG
quality factor to the input of a classification network is expected
to improve classification performance. To the best of our knowl-
edge, this is the first time to introduce JPEG quality factors for the
classification of JPEG images. We also confirm the effectiveness
of the proposed method in the case of Gaussian noisy images and
their noise levels.

Datasets and data augmentation
To train the estimation network of JPEG quality factors,

we used datasets of Yang91 [22], Urban100 [23], and Gen-
eral100 [24]. 64 × 64 sized patches were extracted from each
image. Then, data augmentation using transpose, horizontal, and
vertical flips was applied to the patches. Finally, we compressed
the patches by the JPEG compression, and then generated pairs
of JPEG distorted images and JPEG quality factors. The quality
factors were randomly sampled from 1 to 1001.

The CIFAR datasets [25] were used for the training of the
classification network. Data augmentation was applied for the
CIFAR images; zoom, shearing, horizontal flip, rotation, vertical,
and horizontal shifts. Then, we applied the JPEG compression to
each image, where the JPEG quality factor was randomly sampled
from 1 to 100. We called the original CIFAR images without
any degradation as “original CIFAR” for simplicity. In the same
way, we called the JPEG compressed CIFAR images as “JPEG
CIFAR.” The reproduction code is available online2.

1Note that the detailed JPEG compression algorithm depends on the
library. We used a Python Image Library(PIL) for the JPEG compression.

2http://www.ok.sc.e.titech.ac.jp/res/CNNIR/IRDI/

Interval mean accuracy
The classification performance of degraded images strongly

depends on degradation parameters. Therefore, we introduce an
interval mean accuracy to evaluate the classification performance
of images degraded with different degradation parameters.

The interval mean accuracy is defined by:

Acc(Ql ,Qu)
de f
=

∑
Qu
i=Ql

Acc(D(X,q = i) ,Y)

Qu −Ql +1
, (1)

where Ql and Qu denote degradation parameters (Ql < Qu), X
denotes clean images without any degradation, D(·,q) is a degra-
dation operator with a degradation parameter q, Y denotes true
labels for X, and Acc represents an accuracy. The accuracy means
a ratio dividing the number of predicted class labels, which coin-
cide with correct class labels, by the number of all test samples.

Classification network and training data
We compare two types of classification network which have

different inputs as summarized in Table 1. One is a classification
network which has an image only for the input. There are two
different training procedures for training data; original clean im-
ages and JPEG images. We denote these two procedures “Org”
and “Jpg,” respectively.

The other type of classification network, of which inputs are
both a degraded image and a degradation parameter, is trained
with JPEG images and estimated JPEG quality factors. We denote
the network “Jpg and Est. Q.F..”

Estimation performance of JPEG quality factors
First, we confirm the estimation performance of JPEG qual-

ity factors. For the validation, test images of the CIFAR-10 were
used. We compressed the test images with different quality fac-
tors. Then, quality factors were estimated from the compressed
test images by the estimation network of JPEG quality factors.
Figure 4 and Table 2 show the mean and the standard deviation of
estimated JPEG quality factors. The results show that the perfor-
mance of the estimation network for JPEG quality factors seems
to be almost the same level as that of Uchida et al. [16]. Thus, the
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Figure 4. Estimation performance of JPEG quality factors. For estimated

JPEG quality factors, the mean and the standard deviation are plotted.

Table 2. Estimation performance of JPEG quality factors.
Truth 20 40 60 80 100
Mean 20.84 40.93 58.58 79.53 94.91
S.D. 2.28 3.91 4.07 3.07 1.91

Table 3. Comparison for the interval mean accuracy of “JPEG
CIFAR-10.”

Networks Org Jpg Jpg and Est. Q.F.
Acc(1,20) 0.431 0.724 0.744

Acc(21,40) 0.700 0.844 0.849
Acc(41,60) 0.763 0.857 0.864
Acc(61,80) 0.799 0.866 0.872
Acc(81,100) 0.861 0.874 0.880

estimation performance of JPEG quality factors seems to be good
enough for the experiments.

Estimated JPEG quality factor for the input of
classification network

We confirm the classification performance by using the esti-
mated JPEG quality factor for the input of the classification net-
work. Table 3 summarizes the interval mean accuracy of “JPEG
CIFAR-10.” Figure 5 shows the accuracy plotted against the qual-
ity factor. The network trained with “original CIFAR-10” exhibits
lower performance, i.e. the quality factor is below about 95, be-
cause the network is not trained with JPEG images. “Jpg and Est.
Q.F.,” which is the proposed network, exhibits better performance
than “Jpg” for almost all quality factors. The results show that
the classification performance is improved by using the estimated
quality factor for the input of the classification network.

JPEG compression of CIFAR-100 dataset
We also evaluate the proposed network for the CIFAR-100

dataset in the case of the JPEG distortion. Table 4 shows the in-
terval mean accuracy of the proposed network and the other net-
works to compare. Figure 6 shows the accuracy of them. “Jpg
and Est. Q.F.” exhibits almost better performance than “Jpg.” The
tendency of the CIFAR-100 dataset case is almost the same as that
of the CIFAR-10 dataset case.

Figure 5. Comparison for the accuracy of “JPEG CIFAR-10.”

Table 4. Comparison for the interval mean accuracy of “JPEG
CIFAR-100.”

Networks Org Jpg Jpg and Est. Q.F.
Acc(1,20) 0.202 0.448 0.454

Acc(21,40) 0.407 0.561 0.563
Acc(41,60) 0.465 0.577 0.581
Acc(61,80) 0.504 0.583 0.588
Acc(81,100) 0.582 0.591 0.596

Figure 6. Comparison for the accuracy of “JPEG CIFAR-100.”

Application to additive Gaussian noise
We have mainly discussed the JPEG distortion as an example

of image degradation. However, the proposed method is not lim-
ited to the JPEG distortion. Here, we apply the proposed method
to additive Gaussian noise.

In the case of additive Gaussian noise, we used the same
network architecture as in the case of the JPEG distortion. Noisy
images for the input were synthesized by adding Gaussian noise,
where the noise level was changing from 0 to 50 for the 8-bit
image. The proposed network for additive Gaussian noise was
trained in the same manner as for that of the JPEG distortion.

Figure 7 and Table 5 show the performance of the estimation
network for each Gaussian noise level. The performance of it
seems to be good enough.

We also evaluate three different networks with the CIFAR-10
dataset. Table 6 is the summary of interval mean accuracy. Fig-
ure 8 shows the accuracy plotted against the noise level. The clas-
sification performance is also improved by using the estimated
noise level for the input of the classification network.
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Figure 7. Estimation performance of Gaussian noise level. For the esti-

mated Gaussian noise level, the mean and the standard deviation are plot-

ted.

Table 5. Estimation performance of Gaussian noise level.
Truth 10 20 30 40 50
Mean 10.03 20.11 30.16 40.11 49.26
S.D. 0.42 0.54 0.69 0.89 0.70

Table 6. Comparison for the interval mean accuracy of Gaus-
sian noisy CIFAR-10.

Networks Org Noisy Noisy and Est. N.L.
Acc(0,10) 0.796 0.851 0.882

Acc(11,20) 0.328 0.844 0.872
Acc(21,30) 0.138 0.829 0.856
Acc(31,40) 0.106 0.809 0.834
Acc(41,50) 0.101 0.785 0.810

Figure 8. Comparison for the accuracy of Gaussian noisy CIFAR-10.

Therefore, we experimentally confirmed that the proposed
method is effective for not only the JPEG distortion but also addi-
tive Gaussian noise.

Conclusion
This paper has proposed the CNN-based classification of

degraded images. The key point is to input additional infor-
mation about image degradation into the classification network
of the proposed network. First, we have confirmed the per-
formance of the estimation network of degradation parameters.
Then, we have experimentally shown the additional use of the

estimated degradation parameter can improve the classification
performance. Experimental comparisons confirmed that the pro-
posed method could improve classification performance for the
JPEG distortion and additive Gaussian noise. For only high-
quality images, the results also found that the network trained with
only original clean images showed better accuracy than the pro-
posed network. Further investigation is needed for this point. As
one of the practical extensions, a mixture of some distortions can
also be considered in the proposed method. This extension is our
future work.
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