
Auto White Balance Stabilization in Digital Video
Niloufar Pourian, Rastislav Lukac; Intel Corporation, Santa Clara, CA, USA

Abstract
Auto white balance (AWB) plays a key role in a digital cam-

era system, and determines image quality to a large extent. Ex-
isting AWB algorithms are not completely reliable and often pro-
duce inconsistent temporal estimates for consecutive frames, re-
sulting in abrupt color changes in the output video stream. This
paper presents an efficient approach to stabilize AWB estimates in
a video by detecting scene and/or light source changes and adap-
tively setting appropriate convergence times.

Introduction
Automatic white balancing (AWB) mimics the chromatic

adaptation functionality of the human visual system [6]. It refers
to the process of correcting the image for color shifts attributed to
the color of a light source. Thus, AWB methods have an impor-
tant role in color imaging devices, such as digital cameras, aiming
at a faithful representation of the visual scene in real time, with-
out any manual adjustment from the user. In video or live-view
(preview) modes, AWB estimates are usually produced for each
frame of a continuous video stream. Therefore, stabilizing AWB
estimates is crucial to produce visually-pleasing video.

Stabilizing AWB is usually approached by calculating the fi-
nal AWB estimate for the current frame as a weighted average of
temporal AWB estimates obtained for the current frame and sev-
eral prior frames. The number of prior frames to be considered
is typically defined relative to a constant convergence time as-
signed to AWB algorithm during tuning phase. AWB algorithms
are not completely reliable and often produce different or even
incorrect temporal estimates for consecutive frames, resulting in
abrupt color changes in the output video stream. One solution is
to increase the convergence time. However, having a single large
convergence time has a drawback of producing a lag when a fast
AWB response is desired, for instance, in situations with the light
source and/or the scene changes.

There is a wealth of published literature on AWB algorithms
for digital photography emphasizing the importance of the accu-
rate estimate of white point on image quality [1, 2, 3, 4, 5, 7, 8,
9, 10]. [4] allows for a white balance control with reference to a
white portion of an object in the field of view of the video camera.
Similarly, [3] proposes an approach to a local automatic white bal-
ance algorithm. Also, [5] proposes an algorithm that finds more
proper white pixels to calculate the averaged chromatic aberration
and improve the precision of the estimated color temperature. In
addition, the work in [2] proposes an approach to compensate the
color differences by deciding whether the color distortion of the
scene is caused by a light source or a chromatic object. However,
the aforementioned works mainly focus on accurate AWB com-
putation for any given frame independently. While [7] is based
on a multiframe approach for white balancing of digital color im-
ages, their main contribution is on modifying the exposure time

Figure 1. Example of the dramatic change in color due to inconsistent

AWB results. Frames shown are within a small window in a video w/o abrupt

changes in light source and/or scene. Best viewed in color.

independently for each color component.
In this work, we propose a method on stabilizing AWB es-

timates for continuous video stream, while providing the flexibil-
ity of different convergence rates under various scene/light source
changes for the end user.

Approach
The proposed approach adaptively sets appropriate conver-

gence times by detecting scene and light source changes through
analysis of temporal changes between video frames using several
feature signals, such as the correlated color temperature, color
statistics, and high-frequency image information. The proposed
method is effective, computationally efficient, and produces visu-
ally pleasing video.

Algorithm Description

This work proposes a method that adaptively sets appropriate
convergence times by detecting scene and/or light source changes.
In particular, the proposed method aims at recognizing the follow-
ing scenarios:

- Scene change and no light source change
- Light source change and no scene change
- Scene change and light source change

Each of the above scenarios is associated with a specific con-
vergence time, with the largest being used in situations when no
light source and no scene change are detected, and the smallest
being used in situations with both light source and scene changes.
This is achieved by analyzing temporal changes in several feature
signals, obtained for each frame of the input video stream. These
feature signals include the correlated color temperature (CCT)
values, color statistics, and high-frequency image information.
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Figure 2. Illustration of CCT values associated with a set of continuous

frames of a hallway carpet with negligible change in light source (blue), and

a video of a lab booth undergoing a light source change (dotted red). Best

viewed in color.

The CCT value gives a measure of light source color appear-
ance defined by the proximity of the light sources chromaticity
coordinates to the blackbody locus. This value can be estimated
by finding the closest point to the light source’s white point on
the Planckian locus. Since most illuminants can be characterized
by the color temperature of the light source and various 3A (auto-
exposure, auto white-balance, and auto-focus (AF)) systems usu-
ally output some form of CCT information, analyzing temporal
differences in CCT values gives a useful information on poten-
tial light source changes. Therefore, the proposed method aims at
finding the frames with large differences between their estimated
CCT values. In our experiments, the change in CCT values is
computed using the absolute difference between the CCT values
associated with frame i and frame j. This is summarized as fol-
lowing:

∆CCT (i, j) = |CCT i−CCT j| (1)

where CCT i denotes the CCT value at frame i. In addition, Fig-
ure 2 demonstrates how CCT values could be a useful indicator
on light source change by illustrating sample CCT values associ-
ated with contiguous frames of a video undergoing a negligible
light source change versus a dramatic light source change. It can
be seen that the maximum ∆CCT between continuous frames is
about 300 for the video with negligible light source change and is
about 2500 for the video with drastic light source change.

The proposed method also relies on color statistics which
are used to obtain both global and localized information on each
frame. In the former case, one histogram per color channel is
calculated to collect the statistics from the entire frame. In the
latter case, localized color histograms are obtained for various
spatial partitions of each frame. For instance, the frame can be di-
vided into halves (top and bottom, right and left), quadrants, and
some other non-overlapping or overlapping blocks based on some
predetermined criteria. Histograms can be calculated in RGB or
some other suitable color space, such as YUV, LAB, etc. Ob-
tained global and localized histograms are combined and normal-
ized for each color channel. In order to combine the global and lo-

Figure 3. Illustration of algorithm based on spatial pyramid of color his-

tograms. Best viewed in color.

calized color channel information associated with each frame, one
can either concatenate these histograms, or compute a weighted
average of them. Normalization can also be applied using differ-
ent techniques, e.g. `1, `2, and `∞. After completing the normal-
ization, each frame is represented by a vector that combines nor-
malized histograms from all color channels. The vectors obtained
for different frames are analyzed for temporal changes. The dif-
ference between these vectors can be computed using Hellinger
distance, Euclidean distance, Minkowski distance, or inner prod-
uct. In our experiments, the color statistics are created by concate-
nating the `1 normalized global and local histograms associated to
each color channel R, G, and B, followed by another `1 normaliza-
tion. In this paper, we refer to these histograms as spatial pyramid
of color histograms or in short color statistics (CS) [13]. Fur-
thermore, we use Hellinger distance to measure the differences
between color statistics of frames i and j:

∆CS(i, j) =

√√√√ K

∑
k=0

(h(i)k −h( j)
k )2 (2)

with h(i) being the normalized spatial pyramid of color histogram
associated to frame i, and K denoting the total number of bins in
each histogram.

The final feature signal caries the high-frequency informa-
tion associated with each frame, putting a particular emphasis
on edges and corners. As before, the feature signal extracted
for different frames is analyzed for temporal changes. The
high-frequency information can be extracted using feature detec-
tors, such as Scale-Invariant-Feature-Transforms (SIFT) [11] or
Speeded-Up-Robust-Features (SURF) [12], and the degree of dis-
similarity between the frames is measured by the inverse of the
number of matching points of interest. In addition, the feature
signal can be obtained through high-pass filtering of individual
frames, for instance, using the Sobel, Canny, Laplacian or some
other edge operator. This is followed by evaluating the temporal
differences in high-frequency contents using Manhattan distance,
but other distance metrics such as Euclidean distance can be used
as well. This process can be applied to the gray scale version of
the RGB image or the luminance channel when the captured im-
age is transformed to YUV, YCbCr, LAB, LUV, HSV, or some
other suitable color space which separates the luminance from
other color attributes, such as chrominance, hue, and saturation.
It is also possible to process each color channel separately and
then combine the intermediate results. Alternatively, the high-
frequency image information can be extracted in a way that takes
advantage of color correlations; for instance, using vector edge
operators. In this paper, the high frequency information is com-
puted by high-pass filtering the individual frames in gray scale
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Figure 4. Video with negligible scene and light source changes. It shows a

carpet taken in a hallway under stable illumination. From left to right, dis-

played images correspond to frames 25, 30, and 35, respectively. (Top)

Using shorter AWB convergence times results in significant color changes.

(Bottom) Using longer AWB convergence times keeps color information more

uniform between the frames. The proposed method correctly recognizes

that neither scene change nor light source change occurred and thus adapts

longer convergence times. Best viewed in color.

using Sobel operator and measuring the `1 distance between the
edge vectors of consecutive frames.

The proposed method in its entity or any of its design ele-
ments (i.e., temporal change detection based on CCT, color statis-
tics, and high-frequency image information), can be applied to
full-resolution video frames or their subsampled (downsized) or
otherwise processed (e.g., noise reduction) versions. Regardless
of such pre-processing, there are several ways how the proposed
method can be applied in practice. For instance, one can choose
to evaluate the differences between the two consecutive frames,
or define a fixed step function to select the frames that are com-
pared with each other. Additionally, one can select an adaptive
step to evaluate the differences between the current frame and the
last frame with a detected scene and/or light source change. In
any of these processing modes, a large difference between CCT
values for two considered frames is interpreted as a light source
change. Smaller CCT differences can also suggest a light source
change, but only if color histograms for two considered frames
vary significantly while the associated high-frequency contents
remain similar. If neither of these two cases occurs, the proposed
method checks for a possible scene change; this situation is usu-
ally associated with large differences in both color histograms and
high-frequency content. In all other cases, changes between the
two frames are considered negligible.

Evaluation
The actual evaluation of whether the differences in CCT val-

ues, color statistics, and high-frequency image information be-
tween the two frames are large enough to indicate a light source
change and/or a scene change is done using tunable parameters. If
any of these events occurs, the initial AWB convergence time can
be replaced with some shorter value. In one example, the shortest
convergence time is used when a light source change is detected,
while some longer convergence time is used when a scene change
is detected. In another example, the shortest convergence time
is used when the CCT difference exceeds a predefined high CCT
threshold, some longer convergence time is used when the CCT
difference exceeds a predefined low CCT threshold and simulta-

Figure 5. Video with significant light source changes. This video is cap-

tured in the lab booth by enforcing sudden light source changes. From left

to right, displayed images correspond to frames 50, 55, and 60, respectively.

(Bottom) Using longer AWB convergence time shows a slow response to illu-

mination changes. (Top) Using shorter AWB convergence time produces de-

sired results. The proposed method correctly detects a light source change

and thus adapts shorter convergence times. Best viewed in color.

neously the color statistic (CS) difference exceeds a predefined
CS threshold while the high-frequency content (HFC) difference
is smaller than a predefined HFC threshold, and even longer con-
vergence time, but still smaller than the initial AWB convergence
time, is used when the CS difference exceeds the CS threshold
and simultaneously the HFC difference exceeds the HFC thresh-
old. In yet another example, the final convergence time is deter-
mined using a function of one or more of the CCT, CS and HFC
differences. For instance, the final convergence time can be adap-
tively calculated as a combination (i.e., weighted average) of the
two predefined convergence times, where the weights can be in-
versely proportional to the difference values. Alternatively, the
weights can be calculated using the exponential function or some
other suitable function.

Since our goal is to implement the proposed method in an ef-
ficient and scalable way on various target platforms, the final de-
sign choices take advantage of available resources and computa-
tionally simple approaches as much as possible. Namely, the pro-
posed method reuses both the low-resolution frame color statis-
tics and the CCT values that are commonly used/produced by
camera control algorithms, instead of calculating the CCT values,
histograms, and high-frequency contents from the full-resolution
frames. It is worth noting that to obtain global and localized
color histograms, nine histograms with eight bins are defined for
each of the RGB color channels. These histograms correspond
to whole frame and its top half, bottom half, left half, right half,
and four quadrants, respectively. This is illustrated in Figure 3.
The nine histograms associated with each color channel are con-
catenated and `1 normalized. The three normalized histograms
(one per color channel) are then further concatenated, resulting in
a feature vector with 216 elements. The differences between the
normalized feature vectors obtained for different frames are evalu-
ated using the Hellinger distance. To calculate the high-frequency
information associated with each frame, the luminance channel
(obtained from the Bayer color filter array data) of low-resolution
frames is subject to high-pass filtering. The degree of dissimi-
larity in high-frequency contents between the two frames is com-
puted using Manhattan distance. The final convergence time is set
to its shortest allowed value when the absolute CCT difference ex-

IS&T International Symposium on Electronic Imaging 2019
Image Sensors and Imaging Systems 2019 373-3



ceeds a predefined high CCT threshold, while in any other situa-
tion the final convergence time is equivalent to a weighted combi-
nation of the shortest and longest allowed convergence times. The
weight associated with the shortest allowed convergence time is
set as the difference between the maximum possible HFC differ-
ence value and the actual HFC difference value scaled by a pre-
determined HFC factor. The weight associated with the longest
allowed convergence time is obtained by subtracting the other
weight (for the shortest convergence time) from one.

Experimental Results

The effectiveness of the proposed method was tested with
different scene complexity and illumination. Here, we show the
recording of a hallway carpet under stable illumination (Figure 4)
as well as the recording of a laboratory scene with some abrupt
illumination changes (Figure 5). More specifically, Figure 4-
a shows how small camera motion can result in abrupt color
changes caused by the use of short convergence times in AWB,
even when both the scene and illumination remain practically con-
stant. As demonstrated in Figure 4-b, this issue can be alleviated
by choosing larger convergence. On the other hand, Figure 5-a
shows how long convergence times have a drawback of produc-
ing a lag, when a fast AWB response is desired in the situations
with a light source change. In this case, acceptable results can be
produced using shorter convergence times, as illustrated in Figure
5-b. As suggested by these examples, the proposed method ad-
justs the AWB convergence time in each scenario and produces
high-quality results by setting longer convergence times when no
significant change is detected and adapting shorter convergence
times when a change is detected.

Discussion and Conclusion

This work presents a robust and computationally efficient
method for dealing with inconsistencies in AWB estimates asso-
ciated with individual frames of live-view (preview) or capture
video streams. We proposed a method on stabilizing AWB esti-
mates and providing the flexibility of different convergence rates
under various scene/light source changes for the end user. The
proposed work can benefit any digital camera, cell-phone, tablet,
and ISP manufacturer since digital video preview and video cap-
ture are must-to-have features in such products, and producing
stable and consistent AWB estimates in digital video is crucial for
good user experience.
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