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Abstract
In the context of clothing and wearable products, fashion

is prone to volatile trends. In clothing fashion there are different
seasons of clothing, which account for some of the changing pat-
terns. There are also trends on the scale of the general public,
on both shorter time scales and longer time scales. The volatility
of these trends poses an issue to conventional natural language
processing techniques as well as machine learning approaches.
Due to the frequent and unpredictable changes that can occur
in a fashion context, models that cannot adapt eventually fail.
Like our prior work [1], the model developed here predicts the
category and subcategory of fashion items based on the textual
contents of the title. The model developed is also capable of
adapting to future changes in fashion including the addition of
new terminology and changing popularity and classification for
existing items. This paper covers some of the problems conven-
tional natural language processing approaches face when tasked
with classifying titles in a fashion context. It then covers a few
potential approaches to dealing with the implementation of ma-
chine learning approaches for classification purposes, and why
they fail in the given situation. Finally, this paper presents a so-
lution in the form of a model utilizing feature hashing and the
Passive-Aggressive classifier. The results show this model per-
forms as well as the prior model, with a much better training
time. This model also possesses the ability to adapt to future
changes in fashion.

Introduction
Conventional machine learning approaches fit to a train-

ing set that is ideally representative of the test set or application
setting, with the ideal outcome being that fitting to the train-
ing set will fully encapsulate the data the algorithm will en-
counter in the real world. When applied to a context with volatile
trends, with fashion being a prime example of volatile trends
in the real world, this assumption does not hold because there
is no amount of training data that could perfectly encapsulate
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a constantly-changing fashion environment with its constantly-
changing trends. This is where the prior work fails.

As a brief overview of the problem being addressed, Posh-
mark is an online peer-to-peer marketplace. Clientele buy and
sell clothing on the website, with Poshmark setting themselves
apart from the competition with more of an emphasis on the so-
cial media aspects of the site. As such, Poshmark has a strong
interest in minimizing the amount of time a user spends creating
a listing for a product they are interested in selling. They are
also interested in minimizing the amount of time a user has to
search the website in order to find a specific product that they
are interested in buying. One of the methods Poshmark uses
to streamline the process of finding a product is the category-
subcategory system. They organize items according to category.
Then, within each category, there are subcategories with which
to further organize items. Refer to Figure 1 as an example of the
category and subcategory structure of the system. Poshmark, as
it is currently, does not require users to fill in the subcategory
field, for the sake of streamlining the process of posting an item
to sell. If this process could be automated effectively, it would
help organize items better without burdening the users. This is
the ultimate problem being addressed by both this work and our
prior work [1].

Figure 1. Screenshot from poshmark.com displaying the organi-

zational structure of their items. [1].
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Prior Work
Our prior work on this problem [1], which used the exact

same dataset, first involved applying natural language process-
ing techniques to transform the titles into formats usable for clas-
sification. Then, the resulting transformed titles and their cate-
gory and subcategory labels were used as labeled data for the
purposes of training supervised learning algorithms to predict
the category and subcategory from a given title’s textual infor-
mation. The natural language processing techniques used in said
prior work involved tokenizing the words of the title into fea-
tures. The prior model utilized bigrams, which are pairs of ad-
jacent words, as features. English stopwords were removed for
the sake of cleaning the data. There were two supervised learn-
ing algorithms applied to the dataset: Support Vector Machine
and Naı̈ve Bayesian Classifier. The SVM approach required that
not only should the title be transformed into individual words
and bigrams, but also required that the words be embedded in a
vector space using a bag-of-words approach [1]. This approach
involved taking word and bigram frequency for a given title and
using that as the value for each dimension in a vector space rep-
resenting the unique words and bigrams present in the training
set. The natural language processing techniques and this idea of
a vector space model is reapplied in this work. The results for
our prior work are shown in Figure 2 and Figure 3. The SVM
approach was more accurate than the Naı̈ve Bayesian approach,
and is the standard to which we are comparing our current work.

Figure 2. Subcategory prediction accuracy results from our prior

work [1].

This prior work is also important for highlighting the limi-
tations of these non-online supervised learning algorithms in an
actual application. While they work well on the dataset given,
non-online supervised learning algorithms have some failure
cases in long-term applied settings. One particular failure case
involves the introduction of new words. English has a constantly
growing and changing vocabulary [2], and as such so does the
fashion industry. When new words are introduced, the prior
work lacks an method of embedding them properly, so the word
has no contribution to the classification. Not only that, the non-
online learning algorithms cannot do anything to fix the lack of

knowledge or data regarding a specific word, which leads into
the next failure case. If the use of a word changes in the applied
context, the non-online learning approach cannot adapt to this
change. For the Naı̈ve Bayesian model, this is reflected in the
fact hat the model does not store new data and adjust priors and
posteriors accordingly in an applied setting. For the SVM, this
is reflected in the observation that once a line and margin is fit
to the training data, it does not change in the applied setting.

Fashion Trends and Conventional Learning
Approaches

Variation of fashion trends occurs often in application.
There is the cutting-edge of fashion, such as the runway, where
new trends are introduced and either adopted by the general
public or not. If the trend is adopted by the public, this re-
sults in changes in the natural model. There are two general
time scales on which fashion trends can vary: short-run accep-
tance trends and long-run secular trends. Short-run acceptance
trends are fashion trends that last on a scale of several months
to years. Long-run secular trends can last from decades to cen-

Figure 3. Category prediction accuracy results from our prior

work [1].
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turies [3]. There is a definite need to adapt to short-run accep-
tance trends, as these trends can crop up and disappear with rel-
ative frequency, and failing to adapt to these new trends could
result in misclassified data in the application context. The need
to adapt to long-run secular trends may seem trivial, but if one
of these trends occurs after training and deploying the classifica-
tion model, much of the models training could prove irrelevant
in application. Furthermore, these two definitions for trends give
a gauge on the scale at which the learning algorithm needs to
adapt. It is desirable that the algorithm does not overfit and is
robust to noise, but it needs to fit aggressively enough to predict
short-run acceptance trends.

As an example to highlight the shortcomings of the con-
ventional non-online approach applied to fashion item classifi-
cation, examine the results from the Google search trend popu-
larity of the term romper [4]. Figure 4 shows that prior to the
year 2017, search queries for the term romper occurred infre-
quently because rompers were not trending until 2017. Then
there is a noticeable but short spike in searches of the term fre-
quency, which reflects the trending of the romper. In the applica-
tion of categorizing fashion items, a non-online model trained on
data prior to the rise in popularity of the romper will either have
never encountered the term romper or will have encountered it
so rarely that it will be prone to large variance and noise and will
ultimately be a useless feature. This indicates that there are fail-
ure cases for the non-online learning approach, and those failure
cases occur when new fashion trends crop up post-training.The
non-online approach also fails when terms change meaning, as
well as when new terms are introduced. This highlights the need
for a model that can handle these shifting trends in an applied
setting, with minimal to no retraining required.

Figure 4. Romper search term frequency from Google [4].

Overview of Feature Selection Ap-
proaches

One of the biggest shortcomings of the prior work is a lack
of ability to adapt to the introduction of new terminology in an
applied setting. This is an issue that not only lies with the learn-
ing model, but also in how the titles are processed. The model
has to be able to either represent new words using an already-

known encoding scheme, or it needs to be able to handle newly
encountered words as a new encoding entirely. Word-level fea-
tures are informative. Generally speaking, the use of word-level
features requires less data for training than that of other poten-
tial approaches such as character-level features. However, stor-
ing a scheme for vectorizing words can consume large amounts
of memory, as this usually involves storing a vocabulary in or-
der to convert words to dimensions in the vector space model.
Without a vector space transformation mechanism, many learn-
ing algorithms are off-limits as they cannot deal with data in a
non-numeric domain. Support Vector Machines would not have
been applicable without a conversion method to turn the titles
into a numeric vector. This presents a dilemma with a few po-
tential solutions: try word-level features but only use a popular
subset of all the words in the corpus, implement character-level
features in order to make new words encode-able and therefore
learn-able, or find another approach that uses word-level features
without requiring the storage of a vocabulary.

Feature Filtration Approach
The idea of an approach that uses a popular subset of the

training vocabulary seemed like a viable option. Prediction ac-
curacy would be maintained if the features that were uninfor-
mative could be ignored, and the majority of new words en-
countered may not prove informative. This would also serve
to improve the fit, as overfitting would become less of a prob-
lem. Some useful metrics for this removal of uninformative
features include: chi squared, mutual information, information
gain, term frequency, document frequency, TF-IDF, and corpus-
wide term frequency. A combination of information gain and
chi-squared, with an inverse relationship with mutual informa-
tion was the approach proposed in [5]. The idea is that chi-
squared and information gain will make sure informative fea-
tures are selected, while the inverse relationship with mutual
information serves to ensure that features do not have overlap-
ping predictive effects on the classes. Features with high mutual
information are redundant. It showed very promising results.
However, this does not address the issue of encountering new
words in application. While doing this could help reduce the
vector space size significantly and maybe reduce the need to add
new words frequently, there is still the need to handle new trends
and words. If a new word or phrase proves highly informative
based on the chosen filtering method, it needs to be added to
the vocabulary. This means that unless uninformative features
are removed, the vocabulary will eventually grow to capacity.
Both adding new features and removing features requires that
data be stored from the applied setting and analyzed. This is be-
cause, due to the volatile trends in the fashion industry, words
that are significant for a given class may change. This means
that the model must re-evaluate which words are informative as
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new data is encountered, which does not meet the needs of the
model.

Character-Level Neural Networks
Another approach, explored in [6], involved training a neu-

ral network to utilize character level encodings. The network
used a combination of convolutional layers and RNN layers to
effectively learn from training data. The use of convolutional
layers, of varying sizes, helps to segment the character level fea-
tures into words of meaning that the model can learn. The use
of characters as the only type of feature means this model has a
method for encoding words that have not yet been encountered.
Due to the constraints Poshmark puts on the clientele, there is
also a limit to the character length of a title. This means that
each data point both in the training set and in the applied set-
ting will have a finite number of features. This all lends the
character-level neural net approach very well to the task at hand.
However, the issue with this approach is that the number of data
points required to train the model is too large for our training
set. The amount of data needed for these neural net approaches
is on the scale of 30,000 data points per class [7]. Our data per
class is significantly less than that for most subcategories, which
is why testing with this approach was unsuccessful. This issue
also indicates how fast the model can learn and adapt in an on-
line setting. Neural networks are fundamentally online learning
algorithms, so neural networks can learn in an applied context.
However, the scale of datapoints for a good fit shows the neural
network cannot fit to trends fast enough. So, the online nature of
the algorithm is wasted as it cannot learn fast enough to predict
short-run secular trends. It is due to the slow learning ability of
the neural nets and our own limited data that this approach does
not work for our purposes.

Hashing Trick
The proposed featurization approach utilizes what is called

the hashing trick [8]. This technique involves creating a feature
vector with significantly more space than necessary, creating a
hashing function accordingly, and using the hashing function to
index the features into the feature vector. This method does not
have a static vocabulary; all that is needed for this method to
work is a feature vector and a hashing function. This is the perk
of this approach. This approach does not need a vocabulary
and therefore does not need to store new words, which makes
learning and encoding new words tractable. This approach uses
word-level features and has a means of encoding words not yet
encountered in the training and applied setting. This is unique
among all the other approaches, as they either required storing
a vocabulary, or were not word-level feature approaches, and
therefore had dataset size needs that could not be met.

In this application, the vector size needs to be large enough

to account for new words. The size of the feature vector is im-
portant because if the feature vector size selected is too small,
features will be likely to collide when hashed into the vector
resulting in a loss of information. These collisions could be ex-
tremely detrimental in the situation where valuable and frequent
words collide when hashed into the vector space. Or, alterna-
tively, the collisions may not prove problematic if the words that
end up colliding are not particularly informative or frequent. The
safest approach is to choose a vector space size that will not re-
sult in too many collisions given the vocabulary size of the train-
ing data and the added space for new words. This was calculated
using a hashing collision approximation [9], which involves tak-
ing the size of the vocabulary, squaring it, and making that the
feature vector size. This leaves ample room for new words, as
well as reducing the odds of a collision to a small probability.

Overview of Model
The model was implemented and tested using SCIKIT-

LEARN [10]. First, the same preprocessing is applied as in the
prior work: unigrams, bigrams, and removal of stopwords. After
this preprocessing is performed, the term frequency of the fea-
tures are embedded in the feature vector using the hashing tech-
nique, as covered in the prior section. Words and bigrams are
indexed into a large vector array according to the given hashing
function, resulting in a bag-of-words model where each dimen-
sion represents the term frequency of a given feature. The index
of each feature is arbitrarily assigned and cannot be reversed. As
long as the model is consistent with where a particular feature
is represented in the array, the specific index of a feature is ar-
bitrary; it is not necessary to be able to retrieve said index. This
hashing processs runtime is gated by the size of the title in char-
acters, which is constant due to the character length constraint
placed on the title by Poshmark.

Passive-Aggressive Classifier
Next, an online learning algorithm is selected to do the

classification for this task. This algorithm must be online be-
cause in an applied context, it must be able to learn in real time in
order to adapt to new fashion trends. The selected online learn-
ing algorithm is the Passive-Aggressive Classifier [11]. The al-
gorithm works as follows:

1. Predict: ŷt = sign(wt · xt)

2. Receive ground truth: yt ∈ {−1,+1}
3. Compute loss: Lt = max{0,1− yt(wt ,xt)}
4. Update: wt+1 = wt + τyt xt , Where τ = min

{
C, Lt
‖xt‖2

}
How aggressively this learning approach fits to new data

is controlled by a parameter C, known as the aggressiveness
parameter. With this particular implementation, this parameter
represents the maximum value update a model can perform on
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weights, given an incorrect prediction. The larger the selected C,
the more aggressively the weights can be adjusted based on the
current incorrect prediction. If the prediction is correct, the al-
gorithm does not adjust the weights; the model remains passive.
If the prediction is incorrect, the weights are adjusted accord-
ingly; the algorithm becomes aggressive. Hence the name of the
learning algorithm: the Passive-Aggressive Classifier.

Classification Results

Figure 5. This graph shows the category prediction accuracy of

the SVM model from the prior work and the Passive-Aggressive

model.

Figure 6. This graph shows the prediction accuracy of the SVM

model and the Passive-Aggressive model on each of the subcate-

gory predictors.

Figures 5 and 6 highlight that the Passive-Aggressive clas-
sifier performs just as well as the support vector machine classi-
fier from the prior work. There are some subcategories where the
SVM approach worked better, and some subcategories where the
Passive-Aggressive approach worked better, but the differences
are largely trivial. This means that the Passive-Aggressive clas-
sifier in a non-online setting can compete with the SVM, while
also having the invaluable perk of being able to fit to data in the
applied setting.

Training (s): PA SVM
Accessories 0.91 10.92
Bags 0.60 49.39
Dresses 0.42 89.64
I & S 0.18 3.58
J & C 0.23 10.04
Jeans 0.21 25.57
Jewelry 0.09 0.34
Makeup 0.95 107.10
Pants 0.31 35.05
Shoes 0.97 125.98
Shorts 0.07 5.31
Sweaters 0.10 15.54
Skirts 0.28 32.84
Swim 0.06 1.46
Tops 0.33 28.91
Category 0.13 0.85
Sum 5.85 542.51
Average 0.37 33.91

Table of training times in seconds for each predictor
between the SVM and the Passive-Aggressive classi-
fier.

Table 1 shows the training time of the model for the cate-
gory predictor, each subcategory predictor, and the sum and av-
erage across all the predictors. The table shows that the Passive-
Aggressive classifier trains much faster than the SVM. This
means that if a situation arrises where the hashing function and
feature vector size need to be updated, retraining the model can
be very inexpensive and fast. This also shows the model is fast
for learning from new data in an applied setting.

Discussion
The results presented show the power of the hashing trick

in conjunction with the Passive-Aggressive classifier. This
model performed just as well as the SVM model presented in
the prior work in terms of accuracy, and substantially outper-
formed the prior model in terms of runtime. In this testing set-
ting, however, the hashing trick is ultimately equivalent to the
vector space transformation technique used in the prior work.
This is because the introduction of new words is hard to emulate
given the dataset we have to work with. It is also difficult to em-
ulate changing fashion trends given the dataset we have to work
with. Even without factoring in the model’s ability to learn from
incorrect predictions on new data, the approach is competitive
with the prior work in a fully offline setting and outperforms the
prior work in terms of runtime.

Optimizing for Fashion Trends
In order to optimize this model for online learning in a

fashion context, some form of study or analysis needs to be done
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to optimize the algorithm for prediction of fashion trends. The
C parameter, or aggressiveness, of the algorithm is what will
mainly control for how aggressively the model will fit to mis-
classified data. This is the parameter that ultimately needs to
be analyzed for optimizing the rate at which the model fits to
newly encountered data. If this parameter is too large, the model
will be prone to fitting to noise that is not actually a trend. If
this parameter is too small, the model may fail to fit to short-run
acceptance trends. An optimal choice for this aggressiveness pa-
rameter could be determined using temporal studies where data
from Poshmark is collected over a long period of time, with
time-stamps to indicate when a datapoint was collected. The
data could then be partitioned according to date, and prediction
performance could be assessed for each time period. This would
require a large amount of resources regarding data collection and
time. Mathematical approaches for formalizing fashion trends
could help to find the optimal aggressiveness parameter to fit to
new data [12], and are worth further exploration. However, yet
again, in order to test whether the mathematical formalization of
fashion trends resulted in an optimal C parameter would require
testing on time-stamped data for verification. The issues with
time and data collection are not entirely averted.

Conclusion
The Passive-Aggressive classifier model presented shows

competitive performance in terms of accuracy with the prior
SVM-based model. The current model heavily out-performs the
prior work in terms of runtime, and also benefits from utilizing
the hashing trick to reduce the amount of space consumed. This
means the model has a larger variety of feasible implementation
environments. This model also has the ability to adapt to new
words and trends in the applied setting because the hashing trick
is capable of encoding words that have yet to be encountered;
and the Passive-Aggressive classifier utilizes an online learn-
ing approach. This model successfully addresses the problem
of fitting to volatile fashion trends in the applied setting without
manual intervention. Further work should be done to determine
the optimal aggressiveness for the model so that the it does not
overfit and predict noise, but also successfully fits to short-run
acceptance trends.
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