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Abstract
Non-native content detection is about detecting regions of

contents in an image that do not belong to the original or natu-
ral contents of the image. In the online fashion market, sellers
often add non-native contents to their product images in order
to emphasize the features of their products and get more views.
However, from the buyer’s point of view, these excessive contents
are often redundant and may interfere with the evaluation of the
major contents or products in the image. In this paper, we pro-
pose two methods for detecting non-native content in online fash-
ion images. The first one utilizes the special properties of image
mosaicing and de-mosaicing where there are local correlations
between pixels of an image. The second method is based on the
periodic properties of interpolations which is a common process
involved in the creation of forged images. Performance of the two
methods are compared by testing on a dataset consisting of real
images from an online fashion marketplace. The experimental re-
sults demonstrate the effectiveness of both methods.

Introduction
Nowadays image forgery has become a very common phe-

nomenon in this web and mobile world; and it is getting much
easier for people to create forged images with their mobile de-
vices. Therefore, being able to detect and weed out the forged
images is very important in a lot of cases.

Based on the techniques used in the process of image forger,
types of image forgery can be roughly divided in three classes,
namely copy-move forgery, where a subset of an image is copied
and pasted in another location in the same image; image splicing,
where a subset of an image is copied and pasted to another image;
and lastly image re-sampling, where a region of an image is en-
hanced by geometric transformations like rotation, skewing, and
scaling. In this paper, we will mainly be concerned with image
splicing and re-sampling.

We propose two methods for non-native contents detection in
this paper. In the first method, primarily intended for non-native
text detection, a color image is used to identify maximally stable
extremal regions. We then filter these regions to get possible text
regions. After that, we mosaic and demosaic the image using the
Bayer color filter array to generate demosaicing artifacts. These
artifacts are caused by local correlations between pixels in a color
image due to the demosaicing algorithm of the camera used to
take the original picture. Finally, we perform morphological op-
erations to generate an error image which can be used to localize
the non-native content. An illustration of this process is shown in
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Figure 1.

Figure 1: Pipeline of the First Method

In the second method, an gray-scale input image be used to
generate multiple smaller patches, with a chosen step size. Then
a feature vector will be extracted for each patch. After that, we
use a trained Siamese classifier to classify each pair of patches
and therefore classify patches into different groups. Finally, the
existence of non-native contents will be determined based on the
number of groups and located as the group with the least number
of patches. An illustration of the process is shown in Figure 2.

Figure 2: Pipeline of the Second Method

In the following sections, we will introduce some related
work on detection of image forgery and non-native contents.
Then, we will describe in details the two non-native contents de-
tection and localization algorithms, along with their key building
blocks. Finally, experimental results comparing the two methods
will be presented, followed by a brief conclusion.

Related Work
There are numerous research papers and proposed methods

for image forgery detection in the field of image forensics. Con-
ventional methods such as [1, 2, 3, 4, 5] are mostly based on de-
tecting traces of resampling processes like linear interpolation and
cubic interpolation. Reference [5] introduced a method to calcu-
late features for image patches using periodic properties of inter-
polation, which is adopted and improved in the second method
proposed in this paper to calculate feature vectors for classifica-
tion.

Many recent methods, such as [6, 7, 8], take advantage of
deep learning models like convolutional neural networks (CNN)
and long-short term memory (LSTM). In [8], two methods utiliz-
ing different deep learning models were introduced. In the first

IS&T International Symposium on Electronic Imaging 2019
Imaging and Multimedia Analytics in a Web and Mobile World 2019 415-1

https://doi.org/10.2352/ISSN.2470-1173.2019.8.IMAWM-415
© 2019, Society for Imaging Science and Technology



method, overlapping patches are extracted from the input image
and then classified by six distinct fully connected neural networks,
each corresponding to a distinct resampling process. After that,
six pixel-level classification maps will be generated by the six
classifiers, which will then be considered together to form a final
mask. In the second method of [8], an LSTM framework is used
to perform patch classification, from which a final mask will be
generated for an input image.

Proposed Methods
In this paper, we introduce two methods for detecting and

localizing image non-native contents from different perspectives.

Method 1: Detection and Localization Using Im-
age Mosaicing Artifacts

In the context of online fashion, non-native text is abundant
in terms of fake branding and buzz-words like ”sale” or ”dis-
counts”. Thus, by focusing on text-detection, we restrict the do-
main of non-native regions and simplify the detection process.

Text Region Detection
As outlined in [9], extremal regions of an image possess

highly desirable properties, namely the set is closed under contin-
uous (and thus projective) transformation of image coordinates, as
well as the monotonic transformation of image intensities. Thus,
MSERs or Maximally Stable Extremal Regions are the regions
that are defined solely by an extremal property of the intensity
function in the region and on its outer boundary. It is a stable con-
nected component of some gray-level region of an image, where
stability is defined as having virtually unchanged gray-levels over
a range of thresholds of a binary image [9].

Given a source image, we generate a sequence of thresholded
result images It where each image t corresponds to an increasing
threshold t. First, we get a white image, then we get ’black’ spots
corresponding to local intensity minima which grow larger. These
’black’ spots merge until the whole image is black. The set of all
connected components in the sequence is the set of all extremal
regions [9]. Text regions are generally stable due to even coloring
and consistent fonts [10]. The MSERs of a sample image from an
online fashion store are shown in Figure 3a.

However, non-text regions can also have high stability as
shown by the red region on the bottom left of Figure 3a. We
use a rule-based approach to remove these non-text regions [11].
Geometric properties of text are used to filter out non-text regions
using simple thresholds [12]. The properties are:

1. Aspect Ratio: Dimensions of the smallest rectangle contain-
ing the region, returned as a 1×Q vector, where Q is the
number of image dimensions.

2. Eccentricity: An ellipse is drawn around the region. The
eccentricity is the ratio of the distance between the foci of
the ellipse and its major axis length.

3. Euler Number: Number of objects in the region minus the
number of holes in those objects.

4. Extent: Ratio of pixels in the region to pixels in the total
bounding box.

5. Solidity: Proportion of the pixels in the convex hull that are
also in the region.

6. Stroke Width: A measure of the width of the curves and
lines that make up a character. Text regions tend to have
little stroke width variation, whereas non-text regions tend
to have larger variations [13].

The filtered image is shown in Figure 3b.

(a) MSERs (colored regions)
of sample image

(b) MSERs after filtering with
geometric properties

Figure 3: MSERs

Image Preprocessing
Once we have the text regions, we preprocess the image. In

any image, the text portion has distinct gray-values with respect to
the non-text region or background. This difference in gray-values
is captured in a gradient image, as outlined in [14]. Morphological
gradient operations of erosion and dilation are applied on the input
image. The input image and its corresponding gradient image is
shown in Figure 4 After obtaining the gradient image, we apply
an edge detector and binarize the image [14]. The method in [14]
uses the Sobel edge detector. But in our experience this was not
able to preserve a lot of the detail in the image, as shown in Figure
12. This is because the Sobel edge detector was used only with
two directions vertical and horizontal [15]. All other directions
of edges were not considered, which induced the loss in detail.
Hence, we use the Canny edge detector which can detect a wide
range of edges in images [16].

(a) Input Image with fake
branding (bottom Nike word)

(b) Gradient Image after
morphological operations

Figure 4: Input and Gradient Image

Mosaicing and Demosaicing
Images captured by a camera have certain intrinsic properties

which are caused by the demosaicing algorithm the camera uses.
There are local correlations among the pixels of the original image
which are caused by the process of demosaicing [17]. A camera
generally only captures one of the 3 components of color through
its sensor and estimates the values of the other components of that
pixel using the component values of its neighboring pixels [18].
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Hence, a demosaicing algorithm reconstructs a full color image
from the incomplete color samples output from an image sensor
with the help of a Color Filter Array (or CFA) [19]. In the case
of online fashion shopping, we do not have an original image for
comparison. Thus, we recreate this process by applying the in-
verse of demosaicing to a candidate image. Mosaicing an image
is a process in which we discard two of the three components of
a given pixel. The choice of component to be kept is decided
by the color filter array that is used. The Bayer filter mosaic is
a very common CFA, so that is the filter that we use. We then
demosaic the image as outlined in [20]. On applying both these
processes to an image, we see that the edges of artificial texts have
some discoloring artifacts caused by the local demosaicing corre-
lations. The discoloring is less apparent in regions with natural
text. Figure 5 shows two images before and after the demosaicing
process. Note that the lower Nike is artificially inserted while the
upper Nike is a natural element of the image.

(a) Pre-Demosaicing (left) and Post-Demosaicing (right) of
native text

(b) Pre-Demosaicing (left) and Post-Demosaicing (right) of
non-native text

Figure 5: Discolorization Comparison

We generate the error image, which is the difference between
the demosaiced image and the input mosaiced image, and binarize
it as shown in Figure 6. We then superimpose the MSERs onto
this binarized error image and subtract the edge detected gradient
image (Figure 4 to get the error on the edges since that is where
the discolorization exists. On this image, we calculate the amount
of discoloring, or ratio of black pixels to white pixels in any given
region and use that to determine if a region is artificial or not. If
the ratio is lower than a given threshold determined by the edge
thickness, it is considered as artificial as shown in Figure 7a. This
method works best for classifying an entire image as having non-
native content or not, rather than localizing regions containing
non-native content since the MSER detection may be unreliable.

(a) Error Image (demosaiced -
mosaiced)

(b) Binarized Error Image
(demosaiced - mosaiced)

Figure 6: Error Images

(a) Localized Error Image
with Bounding Box

(b) Bounding Box Transposed
on Input Image

Figure 7: Bounding Box on Non-Native Content

Method 2: Detection and Localization with Peri-
odic Properties of Interpolation and FCNN

As shown in Figure 2, overlapping patches of size 64× 64
will be extracted from the input image. After that, a feature vec-
tor will be calculated for each patch. Then a fully connected neu-
ral network (FCNN) will be used to classify every pair of these
patches and assign a group index to every patch based on the out-
put of the classifier. Details for each major step are as follows.

Feature Extraction
We adopt the idea in [5] to calculate feature vectors for image

patches. The main idea in this paper is that, after an interpolation
process, there will be noticeable peaks in the extracted feature of
patches from the image, when compared to the original version.
As shown in Figure 8, the feature extraction process involves 4
major steps: The first step is selecting region of interest, by slid-
ing a window over the image in raster order with step size N. The
second step is called signal derivative computation. It is about
computing the derivative image and edge detection. The third step
is radon transformation. In this step, the projection will be calcu-
lated from 0 to 179 degrees in 1 degree increment. The final step
is searching for periodicity in the projection by calculating its fast
Fourier transform. In the paper, the gradient for projection at each
angle is calculated before computing the FFT in order to empha-
size the periodicity. We extract feature vectors from every image
patch in a way similar to that introduced in [5] and made some
minor changes in the first and second step to adapt the method
to our settings. In the first step, we used a smaller patch size of
64× 64 instead of 128× 128 for higher accuracy of localization.
As for the second step, we used a 3×3 Laplacian filter instead of
an approximate derivative operator for edge detection.

Figure 8: Steps of Patch Feature Extraction

Classifier Based on Fully Connected Neural Network
With the extracted features, we then use the FCN model

shown in Figure 9 to classify feature pairs. The fully connected
neural network in our proposed methods consists of 5 fully con-
nected layers, with Sigmoid non-linear functions in between. The
purpose for this FCN model is to classify whether the pair of input
features are from patches that have undergone different types of
geometric transformation. If they are different, the expected pre-
diction will be 1 and if they are not, the expected prediction will
be 0.
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Figure 9: Fully Connected Neural Network Structure

As illustrated in Figure 9, the input to this FCN model is a
pair of features of size 64×180 stacked together, which will be a
3-dimensional input of size 2×64×180. Going through five fully
connected layers with Sigmoid functions in between, the output
will become a 1×2 vector representing a binary classification.

The procedures used to train the model are illustrated in Fig-
ure 10. To train the model, we used raw images from the UCID
dataset [21] to build our own training dataset. To be more spe-
cific, we cut the raw images into 64 × 64 overlapping patches
with step size 16. We then randomly choose one of the trans-
formations to apply to each patch. The potential types of trans-
formation are scaling, rotation, JPEG compression and skewing.
To form a training sample, two different patches will be randomly
selected from all the preprocessed patches we generate. Features
are then calculated for the pair of patches and the corresponding
labels will be created. Finally, during training, the model will be
trained on 500 batches of training samples in every epoch and it
will be trained until convergence.

In this paper, we set the batch size to be 50; and we use
cross-entropy loss to regulate the model.

Figure 10: Training the FCNN

Detection and Localization
As the first step, an input image will be split into overlap-

ping patches of size 64× 64 with step size 16. After that, using
the FCN model that we have trained, patches will be classified
into different groups, based on their underlying transformations.
To be specific, all patches will be assigned to group 0 initially.
Then starting from group k = 0, the first patch in the group k will
be paired with all following patches in the same group, and pairs
of features extracted from patches in group k will be fed to the
FCNN. If the prediction is 1, which means they belong to differ-
ent types of transformation, then the latter patch in the pair will
be classified to group k+1. We then repeat the process for group
k+ 1 and so on. After that, the classes that only have one patch
will be removed because they are mostly just noise due to the lim-
itation of the FCNN. In the end, the algorithm determines whether
the image contains non-native content by checking the number of
remaining groups. If there are more than two groups, then the
minority classes are very likely non-native contents. A bounding
box will then be created to localize all patches in the classes that
have the least number of patches.

Experimental Results
To test our algorithms, we collected a total of 96 images from

Poshmark.com as our testing dataset. Within the 96 images, there
are 46 images with non-native contents and 50 images without
non-native contents. Some outputs are shown in Figures 11 and
12 in the APPENDIX section .

Confusion matrices for the detection accuracy of both meth-
ods are shown in Tables 1and 2. A summary of the overall ac-
curacy, precision, and recall for both methods is shown in Table
3. Due to the limitation of our FCNN model and the lack of real
training data, the FCNN model fails on some image patches in
the testing samples that do not appear in the training data. As a
result, the second method is too sensitive and has a comparably
lower precision. The first method has the limitation of improper
MSER region detection which also makes it insensitive to images
that do not contain text.

Predicted
Positive

Predicted
Negative

Total

Actual Positive 36 10 46
Actual Negative 15 35 50
Total 51 45 96

Table 1: Confusion Matrix for Method 1

Predicted
Positive

Predicted
Negative

Total

Actual Positive 34 12 46
Actual Negative 30 20 50
Total 64 32 96

Table 2: Confusion Matrix for Method 2

Accuracy Precision Recall
Method 1 73.96% 70.59% 78.26%
Method 2 56.25% 53.13% 73.91%

Table 3: Overall Accuracy, Precision and Recall for Both
Methods

Conclusion
In this paper, we proposed two methods for detection and

localization of non-native contents in online fashion images. Our
experiments successfully demonstrated the effectiveness of both
our proposed methods. The first method is adept at recognizing
non-native text in a natural image but fails to do so when the entire
image is non-native since a camera with a mosaicing algorithm
was not used to capture that image. Furthermore, incorrect MSER
region detection can also lead to natural images being categorized
as images with non-native content. For the second method, due
to the limitation of our FCNN model and the lack of real training
data, the precision is limited.
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APPENDIX

Figure 11: (First Column) Input Frame 1; (Second Column) Ground Truth;
(Third Column) Method 1 Outputs; (Fourth Column) Method 2 Outputs
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Figure 12: (First Column) Input Frame 1; (Second Column) Ground Truth;
(Third Column) Method 1 Outputs; (Fourth Column) Method 2 Outputs
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