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Abstract
A barcode is the representation of data including some infor-

mation related to goods, offered for sale which frequently appears
on manufactured items. Especially in the online fashion market
such as Poshmark (a second-hand fashion market), barcodes on
the tags of the sale items represent the identified information in-
cluding producer, manufacturer, etc. The market needs a system
to automatically detect and decode barcodes in real time. How-
ever, the existing methods have some limitations for detecting 1-D
barcodes in various backgrounds including tassels, stripes, and
clustered text in fashion images. In this research, our focus is on
identifying the barcodes in fashion images and distinguishing the
barcode from similar non-barcode image content. It is accom-
plished by applying a Convolutional Neural Network (CNN) to
solve this typical objective detection problem. A comparison of
the performance between our algorithm and a previous method
will be given in our results. Also, a traditional method based
on hand-crafted features will be proposed for comparison. For
the decoding part, a package including current common types of
decoding schemes is used in our work to decode the detected bar-
codes. But it fails to decode strongly skewed barcode images.
Adding pre-processing to warp the skewed images is used to in-
crease the success of decoding.

1. Introduction
Barcodes always carry essential information for the cor-

responding manufactured products. With the significance and
the variety of applications, detecting and decoding barcodes is
broadly useful for online shopping platforms. As a result, these
retailers need to process a tremendous number of images con-
taining barcodes. But it would be labor-intensive to label and
decode barcode manually. Thus, a system is for detecting and
decoding barcodes are widely used. In this work, the general
goal to develop a robust automatic system to detect and decode
barcodes. Currently, the industries select different types of bar-
codes for manufactured items such as 1-D and 2-D barcodes. As
the 1-D barcodes have longer history and are more commonly
used in fashion markets, this research only focuses on the 1-D
barcodes. As a 1-D barcode represents specific data by the va-
rieties of widths and spacings of its parallel lines, the detecting
algorithms and the decoding schemes are based on these charac-
teristics.

There are a lot of previous works on detecting rotated, ob-
scure, and occluded barcodes with traditional method [1] [2] [3].
In 2015, Faster R-CNN has been proposed by S. Ren, et al. [4].
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In 2017, J. Li, et al. implement Faster R-CNN to detect 1-D bar-
code and get higher accuracy than the traditional methods [5].
Most previous works have been based on datasets that include at
least one barcode and clear backgrounds in each image. How-
ever, some common patterns used in fashion design such as tas-
sels, brand logos, cells, and stripes are misclassified as barcodes
in fashion images as shown in Fig. 1. In other words, the more
complicated backgrounds in online fashion images could bring
the detection task into a more challenging phase. To face the
challenge in barcode detection, the focus will be distinguishing
barcodes from the similar non-barcode images. we treat similar
non-barcode patterns such as stripes as hard negative samples in
this task. Adding the hard negative samples is proposed to im-
plement a CNN model to overcome the previous limitations. For
comparison, the development of a traditional method based on
specified hand-crafted features is also proposed to solve this task.
Then a comparison of algorithm performance among the proposed
method, the previous deep learning method, and the traditional
method will be shown based on the same testing dataset.

Figure 1: Fashion images with brand logos, tassels, and stripes.

To obtain information from the barcode, the decoding pro-
cess is important in the development. Based on the scheme of dif-
ferent barcode types, the decoding solution is generated by trans-
ferring the number of pixels in parallel lines to a digital number
[6] [7]. In addition, there is an online open source Pyzbar in a
Python package developed by L. Hudson [8]. This package can
decode common types of barcode. Also, lightly skewed and oc-
cluded barcode images can also be decoded directly without any
pre-processing. However, the existing systems of decoding bar-
codes still have some limitations with skewed, small, obscure, and
rotated barcodes. For example, scanning always fails when the
detecting device is far away from barcode; and sometimes decod-
ing strongly skewed barcode images also fails by using the cur-
rent package directly. A pre-processing method for the strongly
skewed images based on computer vision techniques is proposed
in this research to solve the previous limitations on decoding bar-
codes.
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2. Method
The system for detecting and decoding barcodes is con-

structed as two major parts. The first part is barcode detection.
Then a non-rotated enclosing rectangle surrounding the detected
region is cropped for the decoding subsystem. Figs. 2 (a) - (d)
also display an example of processing an image that includes a
barcode on the tag. Our method of applying a deep learning ap-
proach will be firstly introduced. Then there will be a description
of our development of a traditional method based on hand-crafted
features. The last part of the paper discusses barcode decoding
with the method of warping the strongly skewed images.

Figure 2: An example of detecting and decoding a fashion image
(a) input image generated from Poshmark website; (b) labeling
result of barcode detection; (c) barcode image from cropping
bounding box; (d) result of barcode decoding.

2.1 Detection with deep learning approach

Figure 3: Architecture of Faster R-CNN.

In Faster R-CNN, the RPN is a one-layer network for the re-
gion proposal, and the classifier is the network for identifying the
barcode. After the convolutional layers, the system maps the in-
put image to a high-dimension space called the feature map. The
function of the RPN to select regions containing features of the
barcode. For each feature map, the RPN will propose 9 different
sliding-windows with different sizes, as shown in Fig. 4. Those
selected regions in the feature map will return to the input im-
age. Therefore, thousands of bounding boxes will be generated
in the input image. Also, the classifier will assign a score for
each region. The score represents the probability of the region
corresponding to a barcode. Fig. 4 shows an example of the gen-
erated bounding boxes from RPN. In this example, many regions
around the face will also be assigned a very high score. Then
non-maximum suppression (NMS) is used to reduce the gener-
ated regions around the object to a single region with a bounding
box. The algorithm is shown in Fig. 5. If the value of Intersec-
tion over Union (IoU) is larger than a threshold, the regions with
the smaller score will be removed to make the training process
faster. In our design, we set the threshold to be 0.7. Also, the
classifier in Faster R-CNN consists of fully-connected layers. In
our case, it regresses all the generated features in the region to a
single number.

Figure 4: Sliding windows with different sizes.

Figure 5: Function of Intersection of Union.

The single class, which is "barcode" is used in the first ex-
periment. It shows that the CNN model is robust and achieves a
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good result. However, the first experiment still has some failure
cases. We find that the networks sometimes misclassify the fash-
ion items that contain stripe patterns as barcodes. The reason is
that the stripe patterns and the barcodes share many similar vi-
sual features. Thus, the stripe patterns are hard negative samples
in this task to help the networks to distinguish between the stripe
patterns and the barcodes. In our design, we modifying the net-
works to recognize both barcodes and stripe patterns. Based on
this design, the feature space also contain more features to help
distinguish between barcodes and stripe patterns.

To implement the above design, the training dataset has 700
images, which contain 500 barcode images and 200 images with
stripes. To better match the goal, which is detecting barcodes in
fashion images, the dataset is generated by taking pictures con-
taining barcodes with varying backgrounds at fashion stores. The
backgrounds include kinds of elements common to images con-
taining fashion items, such as clothes, floors, packages, etc. The
training dataset also includes some small, rotated and occluded
barcodes with different camera angles and varying illumination.
Also, the ground truth of the 700 training images is created by
manual labeling. An online open-source toolbox [9] to record
bounding boxes is used to label the barcode regions and the stripes
with the two different classes for each training image.

In addition, the hyper-parameters need to be specified be-
fore training the Faster R-CNN. The applicable hyper-parameters
would help the model to achieve better performance and reduce
the time cost in the training process. To help the network to dis-
tinguish between barcodes and stripe patterns, two classes with
"barcode" and "stripes" are used in the training process. Since
the convolutional layers use the pre-trained model [10], a small
training rate, 0.0002, is used in the training [11]. Also, the total
number of images in the training dataset is 700, which will not
be an issue for computation time. Thus, the images are fed to
the training system one-by-one. The number of global steps in
the training process is around 13000 to guarantee that the training
process has converged. In the classification, 93% is set to be the
threshold of confidence value for higher accuracy. It means that
only the region assigned with a higher confidence score than the
threshold can be selected to be the barcode region.

For comparison, the previous deep learning method with
only one class ("barcode") has also been implemented. The pre-
vious method only requires the network to identify the barcodes.
Thus, the training dataset for this implementation only has 500
images with the barcodes. The generation of ground truth is
done in the same way as in the above description. The hyper-
parameters except for the number of classes are also kept the same
as mentioned above. In other words, this research repeats the ex-
periment mentioned above without the "stripe" ground truth im-
ages.

2.2 Detection with the traditional method based on
hand-crafted features

To compare the performance with the deep learning ap-
proach, the traditional methods are also implemented and devel-
oped to achieve the goal. Many previous works on barcode detec-
tion with the traditional method use combinations of detectors and
morphological operations [12]. Based on the previous work, this
research also creates a system to detect barcodes with a combina-
tion of edge detection, morphological transformation, and post-

processing of hand-crafted features. In this system, the first part
uses edge detection and morphological transformation to find the
largest foreground cluster called Cmax in a processed binary im-
age. In addition, the pattern in the input image that corresponds
to Cmax is called Ci. The second part is post-processing to identify
whether Ci is a barcode or not.

Fig. 6 shows an example of detecting a barcode in a fash-
ion image with the traditional method. As the barcode consists
of many parallel lines, the small edges between the lines can be
detected by edge detection. Firstly, the gradient image is used to
detect the edges of the input image. Because the gradient image
can display the change in intensities, the small edges of barcodes
could be easy to detect. It is computed by applying the Sobel op-
erator [13] with a 9× 9 kernel to the grayscale image. Also, an
averaging filter and a threshold will be used to get the binary im-
age, which can split the foreground and background. The binary
image is shown in Fig. 6 (b). It can be seen that the region corre-
sponding to the barcode has some small gaps. Thus, morpholog-
ical operations, erosion and dilation, are used to fill the gaps. As
shown in Fig. 6 (c), the largest foreground cluster in the binary
image will have the largest probability to correspond to a barcode
in the input image.

Figure 6: An example of the detection process with the traditional
method.

The identification of the largest foreground cluster Cmax in
the input image will be realized by our development: adding
post-processing. The post-processing is constructed by setting 4
thresholds (T1− T4). According to the comparison of the hand-
crafted features ( f eature1− f eature4) and the tuned thresholds,
Ci will be predicted as a barcode or not. Setting all of the features
and the thresholds is based on the characteristics of the typical
1-D barcode. The following describes the 4 features in the post-
processing.

• Area of Barcode T1
From the 200 testing results, some failure cases in the im-
ages without a barcode have a small bounding box. Thus,
the feature which represents the dimension of the largest
foreground cluster is used to check if Cmax corresponds to
a visible barcode. As shown in Equation 1, if the number
of pixels in Cmax is larger than T1, the Ci will pass the first
check.
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f eature1 = number o f pixels in Cmax (1)

• Shape of Barcode T2
It is visible that the contours of typical barcodes are similar
to a rectangle. With the general shape of the barcode, we se-
lect the second threshold based on the comparison between
the shape of Cmax and a rectangle. f eature2 is the ratio of
the number of pixels in the bounding rectangular area and
the number of pixels in Cmax, as shown in Equation 2.

f eature2 =
number o f pixels in Cmax

number o f pixels in bounding rectangle
(2)

• Corners in Barcode T3
A barcode is formed by a black-and-white pattern and in-
cludes dozens of corners. Thus, detecting corners also helps
us to identify if Ci is a barcode. We check this by applying
the Harris corner detector [14]. The ratio of the number of
detected corners and the number of pixels in Ci is set to be
checked as defined by Equation 3. If Ci includes a sufficient
number of corners that f eature3 larger than T3, it will pass
the third check.

f eature3 =
number o f corners in Cmax

number o f pixels in Cmax
(3)

• Color Information in Barcode T4
In the real world, barcode shown in color image is always a
2-D color image which has three channel R, G, and B. But it
always looks like a binary barcode. From our analysis, the
real barcode region has a smaller difference between R, G,
and B values than the colorful stripes associated with fash-
ion garments. Thus, we can calculate the average difference
between the R, G, and B channels as shown in Equation 4 to
approximate the colorfulness of Ci. N represents the number
of pixels in Ci

f eature4 =
∑

N
j=1 ((R−G)+(R−B)+(G−B))

N
(4)

2.3 Barcode decoding
To decode the barcode, the Pyzbar package is used in this

work to identify the barcode types and obtain the information.
The Pyzbar package in Python is used to decode common types of
barcode. This package is set up with different decoding schemes,
barcode correlation, and pre-processing techniques. Thus, even
though the barcode is slightly skewed, it can also be correctly de-
tected by the Pyzbar package. Also, it can identify the type of in-
put barcode and decode the information according to the schemes
of the different types.

For some images including a strongly skewed barcode, Pzy-
bar cannot decode the barcode directly. The current software on
our mobile phone also cannot decode it. We use perspective trans-
formation [15] based on the four corners on the barcode to warp
it. Fig. 7 shows the process.

Figure 7: Process of warping the strongly skewed image.

The perspective transformation projects an original image to a
new projective plane. It is realized by matrix calculation (Equa-
tion 5) of the coordinates. Here, [u,v]T represents the coordinates
in the original image, and [x,y]T represents the coordinates in the
projective plane. The matrix H represents the general projective

transform. The h33 equals 1. The matrix
[

h11 h12
h21 h22

]
is the ma-

trix of a linear transformation including scaling, shearing, and ro-
tation. Due to the linear transformation, [h31 h32] is set to zero.
[h13 h23]

T represents the translation. The coordinates of the la-
beled corners are used to generate the matrix H.

x
′

y
′

w
′

=

h11 h12 h13
h21 h22 h23
h31 h32 h33

×
u

v
1

 x =
x
′

w′
y =

y
′

w′
(5)

3. Experiment
3.1 Barcode detection results

One thousand images were randomly downloaded from the
Poshmark website for testing the performance. So the testing
dataset includes online fashion images with barcodes or without
any barcode. The barcodes in the images are expected to be la-
beled by green bounding boxes. As the networks also need to
classify some stripes, many stripe patterns are labeled by yellow
bounding boxes. However, only green bounding boxes, which are
labeling barcodes, will be analyzed in the testing algorithm per-
formance. For this objective detecting problem, the typical values
of true positives (TP), true negatives (TN), false positives (FP),
and false negatives (FN) are used in the analysis. For example, the
TP represents the successful case that the input image includes at
least one barcode and the system bounds the barcode in the image
correctly. Fig. 8 shows some examples of successful cases; and
Fig. 9 shows some examples of failure cases. The most cases of
false negatives are due to the small areas of barcodes such as the
bottom images in Fig. 9. The red circles in the images in the bot-
tom row of Fig. 9 are the ground truths. The dimensions of the
barcodes in these images are around 8× 57 and 10× 40, respec-
tively. But the dimensions of the labeling boxes are required to be
larger than 32×32. This results in a limitation for detecting very
small barcodes.
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Figure 8: Examples of the true positives and the true negatives in
barcode detection with the deep learning method.

Figure 9: Examples of the false positives and the false negatives
in barcode detection with the deep learning method.

For comparison, all of the mentioned three methods, includ-
ing the deep learning approach with and without "stripes" class,
and the traditional method are tested on the same 1000-image
dataset. The accuracy Acc is calculated by Equation 7. Also, the
sensitivity [16] is a value that represents the ability of the system
to correctly detect the barcodes. A comparison of the three meth-
ods is given in Table 1. Here, Ntest is 1000, which is the number
of testing images.

Acc =
NT P +NT N

Ntest
(6)

Sensitivity =
NT P

NT P +NFN
(7)

It is evident that adding the new class "stripes" helps to solve
the false positives and increase the accuracy and sensitivity. Our
development on the deep learning achieves the highest accuracy.
The traditional method takes the shortest running time, but it has
lower accuracy and more false positives than the deep learning
approaches.

Table 1: Accuracy comparison of three methods for barcode in
detection

Method Acc Run
Time

NFP/Ntest Sensitivity

Developed
deep learning

96.7% 169.23s 12/1000 87.0%

Previous deep
learning

92.4% 143.86s 49/1000 83.3%

Traditional
method

82.8% 44.52s 83/1000 45.1%

3.2 Barcode decoding results

The Pyzbar package in Python has a good performance on
decoding the barcodes. Fig. 10 shows the results from the decod-
ing by the Pyzbar package directly. Also, Fig. 11 displays the
decoding results from the detected region after the barcode de-
tection system. In this result, the occluded and slightly skewed
barcode images can also be detected directly.

Figure 10: Decoding results from the Pyzbar package with the
different types of barcodes.

Figure 11: Decoding results from the Pyzbar package with the
detected barcode region.
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Figure 12: Decoding results from the Pyzbar package after warp-
ing a barcode image.

For the strongly skewed barcode images, the Pzybar package
cannot decode it directly. After applying the four-point perspec-
tive transformation, Pzybar can successfully decode the warped
image as shown in Fig. 12.

4. Conclusion
The developed system is desirable to identify images of fash-

ion items that contain barcodes and to decode those barcodes.
Also, the challenge that fashion items frequently contain stripes
that can be confused with barcodes has been solved in the devel-
opment. We explicitly consider stripes as detection class, along
with barcodes. In this work, the three approaches to barcode de-
tection have been implemented. From testing, the comparison is
observed for those three methods in run time and accuracy. The
proposed method with the explicit class for stripes with the deep
learning approach achieves the highest accuracy of 96.7%. To de-
code the significantly skewed barcodes, the Pyzbar package has
been applied after warping the barcode image.
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