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Abstract
In the competitive online fashion market place, it is com-

mon for sellers to add artificial elements to their product images,
with the hope to improve the aesthetic quality of their products.
Among the numerous types of artificial elements, we focus on de-
tecting artificial frames in fashion images in this paper and we
propose a novel algorithm based on traditional image process-
ing techniques for this purpose. On the other hand, even though
deep learning methods have been very powerful and effective in
many image processing tasks in recent years, they do have their
drawbacks in some cases, rendering them ineffective compared to
our method for this particular task. Experimental results on 1000
testing images show that our algorithm has comparable perfor-
mance with some of the state-of-the-art deep learning models that
have been used for classification.

Introduction
With the increasing popularity of numerous photo editing

softwares on mobile devices and PCs, images with post-editing
components are very common. This is especially the case in the
online fashion market place. To make their fashion products more
appealing in the competitive online market place, sellers often add
artificial decorative elements in their product images, resulting
in the prevalence of fashion images with non-authentic elements.
With the numerous types of artificial elements, it is often chal-
lenging to effectively weed out these images from the sea of fash-
ion images.

To make it clear, we define image frames in this paper as
marginal image components that do not contain information that
is useful or related to the main content in the image. An obvious
example is the padding pixels around an image similar to Figure
1a. Based on the structural characteristics and locations of vari-
ous images frames, fashion images frames can be divided into 7
different categories, namely horizontal frame (Figure 1a), verti-
cal frame (Figure 1b), surrounding frame (Figure 1c), asymmet-
ric frame (Figure 1d), frame with extra information like logos or
texts (Figure 1e) and collage frame (Figure 1f). Although some
frames can indeed enhance the aesthetic quality of fashion im-
ages, in most cases these frames are unnecessary and can interfere
with the customer’s appreciation of the main contents in fashion
images.

In our proposed method, a 3-channel color input image will
first be converted to a single channel gray-scale image. Then edge
detection will be performed to extract edges from the gray-scale
image. After that, frame detection and localization will be per-
formed based on the extracted edges. If a frame component is
not detected, the algorithm will proceed to remove any connected
components corresponding to possible texts and logos from the
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(a) Horizontal Frame (b) Vertical Frame (c) Surrounding Frame

(d) Asymmetric Frame (e) Informative Frame (f) Collage Frame

Figure 1: Frame categories and examples

extracted edges before performing frame detection and localiza-
tion one more time. An example of a typical image frame detec-
tion process is shown in Figure 2.

Figure 2: From left to right: (a) Input image; (b) Edge image; (c)
Frame detection and localization result

In the following sections, we will mention some of the re-
lated work on detection of image frames. Then, we will describe
in detail our frame detection and localization algorithm and its
key building blocks. Experimental results comparing our meth-
ods with some deep learning models will be presented before a
brief conclusion.

Related Work
Frame Detection and Localization

Digital image component analysis has been a very active
research area in computer vision and image processing, espe-
cially with the increasing popularity of deep learning in recent
years. There are a great variety of topics on digital image
component analysis, and some most common ones are image
classification[1], image segmentation, and image regions of inter-
est detection and localization. As a sub-area under image compo-
nent analysis, image frame detection also has some active research
projects in recent years. In a project conducted by Allegro Tech
[2], they adopted a similar rule-based frame detection algorithm
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Figure 3: System Overview

and compared it with a deep learning model. However, their base-
line algorithm is only capable of detecting frames instead of lo-
calizing them, let alone dealing with some more complex frames
that involve texts or logos.

Text and Logo Detection and Removal
There have been a number of different approaches to detect

and remove undesired texts or logos in images in past years. As
for detecting texts in images, the ideas in [3]-[10] that combines
both edge detection and connected component analysis on gray-
scale images for detecting texts are similar to ours. Although they
utilize various edge detection methods and different types of con-
nected component analysis techniques, these algorithms all try to
analyse properties of connected edge components like their geo-
metric arrangements as well as height-width ratios to determine if
they belong to certain text components. However, most of these
methods do not include the process of removing the undesired
texts and are targeted towards texts solely without considering
logos that are almost always present, as least in online fashion
images.

Our Method
In this section, we will describe our algorithm for frame

component detection and localization in online fashion images.
Figure 3 shows a system overview of our algorithm. With a se-
quential structure, we are able to concatenate several weak classi-
fiers together to achieve a high performance. In our method, we
have a total of four weak classifiers, where the first three are sim-
ilar with slightly different but effective pre-processing methods.
The fourth classifier involves a texts and logos removal process
that targets those fashion images with superimposed texts or/and
logos. Each input image will be first converted to a gray-scale
image before being fed the classifiers.

Here are more details on our four weak classifiers. The first
classifier simply consists of edge detection and frame detection.
The second classifier differs slightly from the first one by supple-
menting a step of contrast increasing of the gray-scale image be-
fore edge detection. The third classifier differs from both the first
and second classifiers by performing bilateral filtering [11] on the
gray-scale image before edge detection. Bilateral filtering is a
very effective blurring filter that can preserve edges at the same
time. Therefore, it can help remove noise edges in the frames
that result from textures or repeating patterns, while preserving
important frame edges. The last weak classifier targets those im-
ages that contain interfering texts or logos in the frame regions. A

text and logo removing procedure will first be performed on the
edge image obtained in the first classifier to remove all connected
text or logo edges, before detecting frames for the last time. At
the end of each classifier, if any frame components are detected,
the program will terminate and return the detected frame regions.
Otherwise, it will proceed to the next classifier or return false at
the last classifier, indicating that the input image does not contain
any frames.

In the following subsections, key building blocks for our
method will be described and explained in detail.

Edge Detection
In our method, a four-neighbour algorithm is adopted to ob-

tain the gradient image G from the original gray-scale image X ,
followed by a fixed threshold classification to determine edge
pixel. Equation 1 below shows how we calculate the gradient
map:

G[r,c] = 1
4 |X [r−1,c]+X [r+1,c]
+X [r,c−1]+X [r,c+1]−4X [r,c]| (1)

Then we use a fixed threshold T = 20 to obtain the edge map
E based on the gradient image, following Equation 2.

E[r,c] =
{

1, G[r,c]≥ T
0, G[r,c]< T

(2)

Contrast Increment
This procedure is designed to detect frame boundaries that

are too ambiguous to be easily discernible. In other words, the dif-
ference between neighboring pixels on the frame boundary is too
small for our edge detection algorithm to distinguish. Therefore,
in order to successfully detect these ambiguous edges, we apply
a depolarizing filter to the original gray-scale image X to obtain
an enhanced gray-scale image Y . The relationship between the
original pixel value at a location (r,c), represented by X [r,c], and
the depolarized pixel value Y [r,c] at the same location is shown in
Figure 4. This process is defined by Equation 3.

Y [r,c] =
{

2X [r,c], X [r,c] ∈ [0,50]
255−2(255−X [r,c]), X [r,c] ∈ [205,255]

(3)

Bilateral Filtering
In some images, the frame regions may contain some tex-

tures or decorative patterns that look very much like non-frame re-
gions in the edge image. Therefore, we adopt the edge-preserving
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Figure 4: Depolarizing Filter

bilateral filter in our pipeline to try to detect this kind of frame. As
shown in Figure 3, an edge detection process the same as in the
previous classifiers is performed after applying the bilateral filter.

Text and Logo Removal
To effectively detect and remove edges corresponding to

texts and logos in our extracted edge image, we propose a text
and logo removal algorithm that is based on connected compo-
nents, as part of our frame detection algorithm. To be specific,
the algorithm aims to find all connected components that satisfy
certain preset conditions in the edge image and then use multi-
ple black rectangular boxes to cover these connected components.
Connected components are searched over the entire edge image
starting form the first pixel in the left upper corner in raster order.
All components are connected based on a 4-neighbor relationship.
Then, for each connected component, we will find its minimum
and maximum row index, as well as its minimum and maximum
column index among all pixels in the component, which will give
us a rectangular region. By conditioning the height and width
of this rectangular region, as well as the length of the connected
component, we can decide whether this region belongs to a po-
tential text or logo region. Finally, we remove the potential text or
logo region by setting all pixel values in the region to zero. The
conditions for a connected component to be recognized as text or
logo region can be represented by the set of inequalities in Eq. 4.
In these inequalities, R and C represent the set of row and col-
umn indices of all the pixels in a connected component, and H
and W represent the height and width of the image in the unit of
pixel. ∑

N
i=0 xi represents the total number of pixels in a connected

component.

5≤ max(R)−min(R)≤ H
2

5≤ max(C)−min(C)≤ W
2

∑
N
i=0 xi ≤ HW

16

(4)

Fine-tuned ResNet-18
For purpose of comparison, we also fine-tuned a ResNet-18

[12] to detect frames as a binary classification problem. Since
there are no publicly available datasets for frame detection, we
need to build our own training dataset. To speed up the pro-
cess, we first downloaded approximately 30000 fashion images
randomly from Poshmark.com using a web image crawler. Then,
we utilized our own frame detection algorithm that already has a
good accuracy to filter out the images with frames, where we got

about 8550 images. After that, we manually reviewed the images
and kept only 8000 images that contains frames for sure. Then, we
randomly selected the other 8000 images from the rest of approxi-
mately 20000 images that were not detected by our algorithm and
formed the set of images that do not contain frames. As a result,
we ended up with a training dataset containing 8000 images with
frames and 8000 images without frame.

As for the training setup, we used stochastic gradient descent
as the optimizer and the cross entropy loss function. We set the
learning rate to be 0.01, and adopted a decaying learning rate of
ratio 0.1 every 20 epochs. The training batch size was set to 16
images with each image resized to 224× 224 pixels. The neu-
ral network was trained until convergence on a NVIDIA GeForce
GTX 1080ti.

Experimental Results
To evaluate the performance of our proposed method and our

fine-tuned ResNet-18, we gathered 1000 testing images that are
completely differently from our training set from Poshmark.com.
Among the 1000 testing images, there are 400 images containing
frames and 600 not containing frames. All the testing images are
real images uploaded by users of Poshmark. Some examples of
the testing images are shown in Figure 5. The accuracy, true-
positive rate, and true-negative rate are shown in Table 1.

(a) (b) (c)

(d) (e) (f)

Figure 5: Examples of testing images: (a)-(c):Images with
frames; (d)-(e):Images without frames.

Table 1: Accuracy, True-Positive Rate, and True-Negative rate for
Our Method and ResNet-18

Method Accuracy TP Rate TN Rate
Our Method 93.6% 90.0% 96.0%
ResNet-18 94.1% 91.75% 95.83%

Both our proposed method and the fine-tuned ResNet-18
have very impressive accuracy. Although the overall accuracy of
our proposed method is slightly lower than the fine-tuned ResNet-
18, our proposed method achieves a higher true-negative rate at
96.0%, which means that our method is more cautious at detect-
ing frames in images.
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Conclusion
In this paper, we proposed a method consisting of a sequence

of processing units and weak classifiers to detect frames in online
fashion images. We also tried fine-tuning a Convolutional Neural
Network (ResNet-18) as a comparison to our proposed method.
Our experiments demonstrated the effectiveness of our proposed
method and have shown that our proposed method achieved per-
formance comparable to that of a fine-tuned ResNet-18 while hav-
ing a slight advantage in the accuracy over Convolutional Neural
Network in classifying images without frames.
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